
Nayoung Choi*, Youngjune Lee*, Gyu-Hwung Cho, Haeyu Jeong, Jungmin Kong, Saehun Kim, 
Keunchan Park, Sarah Cho, Inchang Jeong, Gyohee Nam, Sunghoon Han, Wonil Yan and Jaeho Choi

NAVER Corp., Emory University

Abstract

RRADistill: Distilling LLMs’ Passage Ranking Ability for 
Long-Tail Queries Document Re-Ranking on a Search Engine

The  overview of our label generation pipeline

RRA-BERT

Main Results

• RRA-BERT enhances BERT-based ranking by incorporating 
Token Selection, which identifies tokens in the document 
with meanings similar to those in the query. 

• Using a Term Control Layer, signals from selected tokens 
are injected into the training process, allowing the model to 
focus on key terms while preserving the overall semantic 
context.

RRA-GPT
• RRA-GPT enhances GPT-based ranking by incorporating a 

dense ranking layer and leveraging generative capabilities
for relevance classification and reasoning. 

Ranking label generation pipeline
• The pre-ranker filters documents based on relative relevance, 

selecting documents that are more and less relevant.
• After conducting list-wise ranking with the LLM, the 

excluded (missing) documents are labeled as hard negatives.

• LLMs excel at understanding complex contexts, which is 
especially valuable for handling long-tail queries that are long, 
intricate and typically lack sufficient user feedback.

• The challenge is that LLMs are too slow for ranking in real 
search engines, and some documents are missing.

• To address this, we proposed efficient label generation and 
training methods for SLM distillation, validating their 
effectiveness through A/B testing on NAVER.

• Our method performs especially well on long-tail queries 
(NAVER), while also performing well with general queries. 
achieving better performance than larger models. 

Effectiveness study of TCL using RRA-BERT (left) and the comparison 
of inference time ratio and nDCG@10 across four models (right).

• The additional layer used during training can be omitted 
during inference without any performance degradation, 
making it an efficient training method for industry setting.

• In online A/B testing, our final model, RRA-BERT, improved 
CTR by 5.63%, top-1 document clicks by 5.9%, and dwell 
time by 7.97% compared to the current search results.


