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In recent years, large language models (LLMs) have attracted significant interest from the research community due 
to their broad applicability in many language-oriented tasks and are now widely used in numerous areas of 
production and daily life. One source of the powerful ability of LLMs is the massive scale of their pre-training 
dataset. However, these pre-training datasets contain many outdated, harmful, and personally sensitive information, 
which inevitably becomes memorized by LLM during the pre-training process. Eliminating this undesirable data is 
crucial for ensuring the model's safety and enhancing the user experience. In this work, we propose ULMR , an 
unlearning framework for LLMs.

We first use carefully designed prompts to rewrite the instructions in the specified dataset and generate corresponding 
negative responses. Subsequently, to ensure that the model does not excessively deviate post-training, we perform model 

parameter averaging to preserve the performance of the original LLM. 

Experiment Results

Conclusion

1.Result on TOFU 2. Result on RWKU

Algorithm

We report ROUGE-L recall (RL), Probability (P), and 
Truth Ratio (TR) on all four subsets of the TOFU 
Unlearning Benchmark.

World Fact: Includes basic common knowledge and 
information about the real world. After the unlearning 
process, the model should retain all knowledge related to 
the real world.

Retain Set: The remaining knowledge that the model must 
remember after the unlearning process.

Neighbor Set: Used to assess the model's performance on 
data that is closely related to but not entirely contained 
within the unlearning targets.

MIA Set: Utilized to infer whether the model still retains 
knowledge about the targets.

Utility Set: Evaluates the model's general capabilities.
Our algorithm achieved a slight lead over the 
baseline methods in terms of forgetting performance 
and retention of model capabilities.
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