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Abstract

Utilizing Large Language Models (LLM) as chatbots in 
diverse business scenarios often presents the challenge of 
maintaining topic continuity. Abrupt shifts in topics can 
lead to poor user experiences and inefficient utilization of 
computational resources. In this paper, we present a topic 
continuity model aimed at assessing whether a response 
aligns with the initial conversation topic. Our model is 
built upon the expansion of the corresponding natural 
language understanding (NLU) model into quantifiable 
terms using a Naive Bayes approach. Subsequently, we 
have introduced an attention mechanism and logarithmic 
nonlinearity to enhance its capability to capture topic 
continuity. This approach allows us to convert the NLU 
model into an interpretable analytical formula. In contrast 
to many NLU models constrained by token limits, our 
proposed model can seamlessly handle conversations of 
any length with linear time complexity. Furthermore, the 
attention mechanism significantly improves the model's 
ability to identify topic continuity in complex 
conversations. According to our experiments, our model 
consistently outperforms traditional methods, particularly 
in handling lengthy and intricate conversations. This 
unique capability offers us an opportunity to ensure the 
responsible and interpretable use of LLMs.
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Large-scale language models (LLMs) have transformed chatbot 
applications, enabling them to serve as office assistants, coding 
companions, and data explorers. However, deploying LLMs in business 
settings, particularly in customer service, presents significant challenges. 
One key issue is maintaining topic coherence, as off-topic responses can 
degrade user experience and waste resources. In customer service, 
chatbots must ensure each sentence logically follows the previous ones to 
keep conversations on track. This is critical because disjointed 
conversations lead to inefficiencies and frustration.

To address this, a natural language understanding (NLU) model can be 
used to assess whether each new sentence in a conversation remains on-
topic. If a sentence diverges, the conversation should be redirected or 
concluded. This challenge is often tackled using BERT-based models, 
which evaluate the contextual relationship between sentences. However, 
BERT models face two significant challenges: token size limits and the 
complexity of real-world conversations. The token limit, typically around 
512 tokens, can be problematic as conversations grow longer. Additionally, 
BERT models are trained on sentence pairs with close semantic 
relationships, while real conversations often have more distant 
connections, making it harder to assess the relevance of follow-up 
sentences.

To overcome these issues, a new topic continuity model is proposed. This 
model integrates logarithmic nonlinearity and sentence attention within a 
naive Bayes framework, offering a fully analytical solution. By addressing 
the token size limit and accommodating semantic leaps in conversations, 
this model significantly improves the ability of chatbots to maintain topic 
coherence, enhancing their effectiveness in customer service roles.

With the rapid development of large language models (LLMs), the effective 
utilization of LLMs in various business scenar- ios has become an important 
issue. In this paper, we propose a method that ensures user conversations 
with LLMs remain focused on fixed topics. This method is based on the 
intro- duction of non-linear transformations and attention mecha- nisms 
through an extension of Naive Bayes. Experimental results across various 
scenarios consistently demonstrate that our approach outperforms 
traditional methods. We be- lieve this method will be highly beneficial for 
using LLMs in topic-constrained scenarios
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