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Empowering contact-centers to drive consistent, scalable and smarter 
agent evaluations

Motivation

• Evaluating contact-center agents
• Requires deep domain knowledge & 

industry best-practices
• Existing LMs struggle with nuances of QA (e.g. 

active listening, probing questions)

• Unexplored use of LMs for agent-evaluation

➢ Potential to improve – objectivity, 
consistency and scalability of QA

Given a question 𝓠, and conversation 𝓒, we prompt an 
LM 𝓛 to follow a chain-of-thought (CoT) reasoning:

1. Identify evidences relevant to 𝓠 in conversation 𝓒
2. Generate synthesized reasoning based on the 

evidences
3. Conclude final answer 𝓐

Contact Center Knowledge of LMs

Figure 1: QA Questions - Illustrative examples

Conclusion
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• Approach 1: Inference with Large LM Guided Plan

➢ Use Large LM (𝓜𝑺𝒐𝒏𝒏𝒆𝒕) proficient in contact-center 
domain knowledge to generate evaluation plan 𝓟

➢ Prompt Small LM (𝓜𝑷𝒉𝒊) to follow CoT reasoning

• Approach 2: Fine-tuning with Large LM Generated 
Response

➢ Generate a silver data with reasoning generated by a 
Large LM (𝓜𝑺𝒐𝒏𝒏𝒆𝒕) 

➢ Fine-tune small LM (𝓜𝑷𝒉𝒊) to follow CoT reasoning

Distilling Domain-Knowledge to Small LMs

Figure 1: Evaluation Plan to assess an agent on: 

Did the agent demonstrate active listening?

Table 2: Evaluation plan play a crucial role in 

distilling domain knowledge to smaller LMs

Table 1: Strong correlation between model size 

and contact-center domain-knowledge

Results

Figure 3: Human-in-the-loop QA process
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