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Motivation



Context: Open-Ended Writing

● Application:  

Duolingo English Test (Cardwell et 

al., 2024), a high-stakes online 

English proficiency test. 

● Security features include: 

○ Screen and video recording. 

○ Remote asynchronous 

proctoring. 

○ Copy-pasting is disabled.

MOTIVATION

A screenshot of an open-ended writing 
question in the Duolingo English Test



Test Taking 
Application

External Device or 
Application

Problem: Detecting LLM-Assisted Cheating

LLM
Writing 

Question

Generated 
Response

Copy-Typed 
Generated 
Response

Prompting with text 
and/or a screenshot

Various modifications can be introduced: 
typos, omissions, word replacements, and/
or being cut off due to time limit.

Copy-typing
Positive samples that 
researchers can 
generate using LLMs.

Positive samples in the 
real world that we 
need to detect.

MOTIVATION



Example: Copy-Typing Modifications 

Question: Describe behaviors that are important for success in school. Why are these 
behaviors important? How would some of these behaviors help you? 

Generated by GPT-4 (OpenAI, 2023): 

Key behaviors for success in school include time 

management and active participation. Managing 

time well helps complete tasks without stress, while 

engaging in class discussions improves 

understanding.  

In my experience, planning study time boosted my 

performance, and students who participated more 

grasped the material better. These habits are crucial 

for academic success.

Copy-typed within 5 minutes: 

That is an interesting questino. In my opinion, key 

behaviors for success in school inculde time 

management and active participation. Managing 

time well helps complete tasks without stress, when 

engaging in class discussion improves 

understanding.  

In my experience, planning study time boosted my 

performence, and students who participated more 

graspedd the material better. These habits are 

crucial for academic success. 

Additional text

Being cut off due to 
time limit

Typos, omissions, 
replacement

MOTIVATION



Method
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METHOD

*: A test is certified if no violation is found during the proctoring process.



Text w/ ErrorsText w/o Errors

Data Augmentation
METHOD

GPT-4-Generated 
Samples

GPT-4-Generated 
Samples with 

Errors
Use TextAttack (Morris et al., 2020) to insert errors

Simulated Copy-Typing

Human-Written 
Samples

Corrected 
Human-Written 

Samples
Prompt GPT-4 to correct errors

"Reversed" Copy-Typing

Contrastive Loss



Contrastive Learning

● Base Model: pretrained RoBERTa-

base (Liu et al., 2019). 

● Framework: SimCLR (Chen et al., 

2020). 

● Intuition:  

Text embeddings should be similar 

regardless of copy-typing errors. 

● Goal: 

The classification result should be 

robust towards copy-typing errors.

METHOD

Model Architecture

Original Sample Augmented Sample

Augment



Self-Training 
METHOD

Labeled Data

Additional 
Human-Written 

Negative Samples

GPT-4-Generated 
Positive Samples

Pseudo- 
Labeling*

Unlabeled Real-
World Data

Real-World 
Positive Samples

Undecided

Positive

Negative

Human-Written 
Negative Samples

*: pseudo-labeling using class-balanced self-training (Zou et al., 2018).

Contrastive 
Learning 

with SimCLR

Data 
Augmentation



Results



Baselines and Models

● Baselines: OpenAI Detector (Solaiman et al., 2019), GPTZero (Tian and Cui, 2023) 

● Evaluated Models:

RESULTS

Model Data Augmentation Loss Self Training

RoBERTanaive None Binary Cross Entropy No

RoBERTaerr Error insertion Binary Cross Entropy No

RoBERTactr Error insertion & correction SimCLR Loss No

RoBERTactr+st Error insertion & correction SimCLR Loss Yes

Ablation 

Study →

Proposed →



Datasets
RESULTS

Purpose # Positive # Negative # Unlabeled

Train Set Training 5,338 5,338 None

Val Set HP tuning and early stopping 1,776 1,776 None

Test Set Evaluation on unmodified LLM-

generated samples

1,786 100,000 None

Dev Set Unlabeled data for self-training None None 150,000

Samples from 

Tests with 

Violations

Evaluation on real-world copy-typed 

LLM-generated samples

None None 5,000 per 
quarter since 
2022



Positive Predictions Over Time

Dataset: 5,000 samples from tests with 

violations in each quarter. 

PPR0.1%: the proportion of positive 

predictions at 0.1% false positive rate.

RESULTS

Observations: 

● Upward trends of PPR0.1% Over time. 

● In-domain fine-tuning is useful.  

● Improvement from contrastive 

learning and self-training.

← Baselines

← Models for Ablation Study

← Proposed Model: RoBERTactr+st



● LLM-assisted cheating often involves manual modifications due to copy-

typing, making it harder to detect than unaltered LLM-generated text. 

● We proposed a framework for training classifiers to detect the LLM-

generated samples even after they have been copy-typed. 

● Evaluation on a real-world dataset from the Duolingo English Test shows our 

improved model outperforms the original transformer-based classifier and 

other baselines.

Summary
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