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Motivation:
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Setting:

● Non-profit

● Multilingual

● Domain-specific

Challenges:

➔ Resource-constrained 
devices and limited budget

➔ Heavyweight MLLM 

➔ Domain-specific data is 
more scarce in different 
languages

Solutions:

✓ CPU-based semantic search 
leveraging multiprocessing 
capabilities of Rust language

✓ Language reduction

✓ Continued pre-training with 
domain-specific vocabulary



Language Reduction and Domain Adaptation:
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Domain adaptation of Language models:
Gururangan et al. (2020), Beltagy et al. (2019), Lee 

et al. (2019)



Model Performance and Model Size comparison:
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CPU-based Semantic Search with Multiprocessing Capabilities of Rust language:
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Comparison of SUTs:

  

   


