
Figure 1: Annotation interface used in the PIAST-AT dataset.

Figure 2: Co-occurrence between tags in the PIAST-AT dataset.
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Figure 3: ROC-AUC and PR-AUC scores for each tag in tag-to-music retrieval
performance. The darker bars represent audio performance, while the lighter
bars represent MIDI performance.

Tag-wise Result Analysis

Figure 3 shows the ROC-AUC and PR-AUC scores for both audio and MIDI
models across the tags. As shown in Figure 3, both models exhibited relatively
low PR-AUC scores for genre tags. This low performance is likely due to data
imbalance, as some genre tags are underrepresented in the PIAST-AT. Despite
this imbalance, the MIDI model still performed significantly better than the
audio model in most genre tags, suggesting that the MIDI model is more effective
in capturing rhythmic characteristics in the music.
For emotion/mood tags and style tags, the performance difference between audio
and MIDI was not as pronounced as for genre tags. However, for the “Cute”
and “Easy”, the MIDI model is slightly more distinct. This indicates that
MIDI data is particularly adept at capturing the nuances associated with those
characteristics.
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