
A Parsing-Reading-Predict Network

The forward pass of PRPN is described here.
Parsing-Reading-Predict Network contains three
components.

A.1 Parsing Network

The syntactic distance between a given token rep-
resented as word embedding ei and the previous
token ei�1 is calculated by convolution kernel over
a set of previous tokens ei�L, ei�L+1,..., ei. Math-
ematically, syntactic distance di between ei�1 and
ei is computed as:

hi = ReLU(Wc

2

664

ei�L

ei�L+1

...

ei

3

775+ bc) (1)

di = ReLU (Wdhi + bd) (2)

where Wc, bc are the kernel parameters. Wd and bd

can be seen as another convolutional kernel with
window size 1, convolved over hi’s. The kernel
window size L, that indicates how far back into the
history node ei can reach while computing its syn-
tactic distance di, is called the look-back range.
For the tokens in the beginning of the sequence,
L � 1 zero vectors are padded to the front of the
sequence. This will produce K � 1 distances for
sequence length of K.

To determine the closest word xj that has larger
syntactic relationship than dj for time step t, ↵t

j is
defined as:
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where ⌧ is the temperature parameter that controls
the sensitivity of ↵t

j to the differences between dis-
tances.

The soft gate values that will be used for lan-
guage modeling are then computed as:
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A.2 Reading Network

The reading network uses Long Short-Term
Memory-Network that maintains two sets of vec-
tors as the memory states: a hidden tape Ht�1 =
(ht�Nm , ..., ht�1), and a memory tape Ct�1 =
(ct�L, ..., ct�1), where Nm is the upper bound for

the memory span. Hidden state mi is represented
by a tuple of two vectors (hi, ci).

At each step, the reading network links the cur-
rent token to all the previous tokens that are syn-
tactically similar:

kt = Whht�1 +Wxxt (5)
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where, �k is the dimension of the hidden state. The
structured intra-attention weight is defined based
on the gates in Eq.4:
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An adaptive summary vector for the previous hid-
den tape and memory denoted by h̃t and c̃t are
computed as:
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The Reading Network then takes xt, c̃t and h̃t

as input, computes the values of ct and ht by the
LSTM recurrent update (Hochreiter and Schmid-
huber, 1996). Then the write operation concate-
nates ht and ct to the end of hidden and memory
tape.

A.3 Predict Network

Predict Network models the probability distribu-
tion of next word xt+1, based on hidden states
m0, ...,mt, and gates gt+1

0 , ..., g
t+1
t :

p(xt+1|xt<t+1) ⇡ p(xt+1; f(mt<t+1, g
t+1
t<t+1))

(9)

Since the model cannot observe xt+1 at time
step t, a temporary estimation of dt+1 is computed
using xt�L, ..., xt:
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The corresponding {↵t+1} and {gt+1
i } for Eq.9

are computed after that. f(·) function is param-
eterized as:

f(mt, ...,mt, g
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t ) = f̂([hl:t�1, ht])
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where hl:t�1 is an adaptive summary of
hlt+1it�1, output by structured attention



controlled by g
t+1
0 , ..., g

t+1
t�1 . f̂(·) could be a

simple feed-forward MLP, or more complex
architecture, like ResNet, to add more depth to the
model.

A.4 Sample Parses from the model with the

best F1 score

In Figure A.1, we report a few example parses
from the model with the best F1 score (PRPN-UP
trained on AllNLI) among our experiments, com-
pared with the ground truth PTB parses.



Trading in Hang Seng index futures remains crippled by the experience . Trading in Hang Seng index futures remains crippled by the experience .

The company declined to estimate the value of the Norwegian holding . The company declined to estimate the value of the Norwegian holding .

A crusade of NO to the consumption of drugs is imperative . A crusade of NO to the consumption of drugs is imperative .

But city officials say tax revenues are lagging . But city officials say tax revenues are lagging .

The California thrift has just announced a $ 226 million third-quarter loss . The California thrift has just announced a $ 226 million third-quarter loss .

That offer was endorsed by the shareholders committee . That offer was endorsed by the shareholders committee .

Figure A.1: Left Parses from PRPN-LM trained on AllNLI (stopping criterion: language modeling).
Right Ground truth parses from Penn Treebank.


