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Abstract

We present the details of the baseline as well
as further experiment details (including how to
obtain predicted dependencies) in our main pa-
per (Jie and Lu, 2019).

A Baseline Systems

We implemented the BiLSTM-CRF (Lample
et al., 2016) and BiLSTM-GCN-CRF models
based on the contextualized GCN implementation
by Zhang et al. (2018). The implementation of
BiLSTM-CRF is exactly same as Lample et al.
(2016). We presents the neural architecture for the
BiLSTM-GCN-CRF model.

A.1 BiLSTM-GCN-CRF
Figure 1 shows the neural architecture for the
BiLSTM-GCN-CRF model. Following Zhang
et al. (2018), the input representation at each posi-
tion wi is the word representation which consists
of the pre-trained word embeddings and its char-
acter representation. To capture contextual infor-
mation, we stack a BiLSTM layer before the GCN.
Secondly, the GCN captures the dependency tree
structure as shown in Figure 1. Following Zhang
et al. (2018), we treat the dependency trees as
undirected and build a symmetric adjacency ma-
trix during the GCN update:
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where A is the adjacency matrix. Aij = 1 indi-
cates there is a dependency edge between the i-th
word and the j-th word1. h(l)

i is the hidden state at
the i-th position in the l-th layer. We can stack J
layers of GCN in the model. In our experiments,
we set the number of GCN layers J = 1 as we did

1Aij = Aji for symmetric matrix.
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Figure 1: BiLSTM-GCN-CRF. Dashed connections
mimic the dependency edges.

not observe significant improvements by increas-
ing J . In fact, we might obtain harmful perfor-
mance for a larger J as deeper GCN layers will
diminish the effect of the contextual information,
which is important for the task of NER.

However, Equation 1 does not include the de-
pendency relation information. As mentioned in
the main paper, such relations have strong correla-
tions with the entity types. We modify the Equa-
tion 1 and include the dependency relation param-
eter2:
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2 h
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))
where wrij is the dependency relation weight that
parameterize the dependency relation r between
the i-th word and the j-th word. Such formula-
tion uses the relation to weight the adjacent hidden
states in the dependencies.

B Implementation Details

We implemented all the models with PyTorch (?).
For both BiLSTM-CRF and DGLSTM-CRF

2The bias vector is ignore for brevity.
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Figure 2: Correlations between the entity types and the dependency relation pairs on the grandchild dependencies.

model, we train them on all datasets with 100
epochs and take the model that perform the best
on the development set. For BiLSTM-GCN-CRF,
we train for 300 epochs with a clipping rate of 3.

C Relation Pairs on Grandchild
Dependencies

Figure 2 visualized the correlations between the
entities and the grandchild dependency relation
pairs on the OntoNotes English dataset. As men-
tioned in the paper, such entities are correctly pre-
dicted by our models but not the BiLSTM-CRF
baseline. As we can see from the figure, most of
these entities correlate to the “(nn, nn)” and “(nn,
pobj)” relation pairs on the grandchild dependen-
cies. Such correlations also show that the relation
pair information on the grandchild dependencies
can be helpful for detecting certain entities.

D Using Predicted Dependency

We train a BERT-based (Devlin et al., 2019)
dependency parser (Dozat and Manning,
2017) using the training set for each of
four languages. Specifically, we adopt the
bert-base-uncased model for English,
bert-base-multilingual-cased
for Catalan and Spanish and
bert-base-chinese for Chinese. Because
the Chinese BERT model is based on characters
but not Chinese words which are segmented. We
further incorporate a span extractor layer right
after BERT encoder for Chinese. We following
Lee et al. (2017) to design the span extractor layer.
Our code for dependency parser is available at

https://github.com/allanj/bidaf_
dependency_parsing
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