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Abstract

Supplemental material provides information
about the hyperparameters used and the align-
ment rules for DM.

1 Hyperparameters

We use GloVe (Pennington et al., 2014) embed-
ding with 100 dimensions. We set other features’
embedding in the feature vector to be of dimen-
sion 50. The MLP components in both neural net-
work architectures have two layers, one with sig-
moid activation, and the other linear. RESOLVE

prediction neural network’s hidden layer is of 100
dimensions and the one for action type prediction
neural network have 50 dimensions. LSTM layers
used are bidirectional.

2 Alignment Rules for DM

We provide a detailed alignment rule pipeline for
DM in figure 1.
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Figure 1: Alignment procedure for DM meaning representation.


