
Appendices
A Example of Learner Guesses vs. Model Predictions

To give a sense of the problem difficulty, we have hand-picked and presented two training samples (see
Figure 7) with our basic model’s predictions. In Figure 7a a large portion of the sentence has been
revealed to the user in English (blue text) only 2 words are in German. The text in bold font is the user’s
guess. Our model expected both words to be guessed; the predictions are listed below the German words
Verschiedene and Regierungen. The reference translation for the 2 words are Various and
governments. In figure 7b we see a much harder context where only one word is shown in English,
furthermore the revealed word is not particularly helpful as a contextual anchor.
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Figure 7: Two examples of the system’s predictions of what the user will guess on a single submission, contrasted with the
user’s actual guess. (The user’s previous submissions on the same task instance are not shown.) In 7a, the model correctly
expects that the substantial context will inform the user’s guess. In 7b, the model predicts that the user will fall back on string
similarity. The numbers shown are log-probabilities. Both examples show the sentences in a macaronic state (after some
reordering or translation has occurred). For example, the original text of the German sentence in 7b reads “Deshalb durften
die Paare nur noch ein Kind bekommen.” The macaronic version has undergone some reordering, and has also erroneously
dropped the verb due to an incorrect alignment.


