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Our first approach, the Bi-Directional Sequence to Sequence model (BS2S):
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Morphological Inflection Generation involves generating a target word given 
a source word and the morpho-syntactic attributes of the target:

• Soft attention 
also learns 
monotonic 
alignments

• Hard attention 
learns one-to-
many, deletion 
using the 
stepping 
mechanism

• Hard alignments 
are more 
linguistically- 
sensible

Medium (~13k training examples) - SIGMORPHON 2016

• SVD dimension 
reduction on 
bidirectional 
input-character 
representations

• Soft attention is 
more sensitive to 
location

• Hard attention is 
more sensitive to 
characters 

• Learn an alignment model over the training data
• Derive an emit/step action sequence from the alignments
• Train a neural network to predict such action sequences given an 

input sequence
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3. Previous Approaches
• Vanilla seq2seq (Faruqui et al., 2016) — not resolution preserving
• Soft attention (Kann & Schütze, 2016)

• Decoding time is quadratic w.r.t. sequence length
• Need to jointly learn both alignment and transduction — hard task given a 

small amount of examples

1. Abstract

• We present a general-purpose sequence to sequence learning model 
with a hard-attention mechanism, allowing linear decoding time

• Our model is inspired by the monotonic alignments between the 
characters in a word and its inflection

• We evaluate the model on several morphological inflection generation 
datasets, achieving state-of-the-art results in various settings
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7. Recent Adoption
• Makarov et al. (2017) — Winning system in CONLL-SIGMORPHON-2017 

inflection generation shared task — hard attn. + copying mechanism
• Cotterel et al. (2017) — EACL 2017 outstanding paper — hard attn. + G.M.
• Junczys-Dowmunt & Grundkiewicz (2017) — applied to machine translation 

automatic post-editing

Small (<500 training examples) - CELEX

Large (>100k training examples) - Wiktionary


