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Abstract
In this paper, we propose a hew phrase-based translatiorlrhaged on inter-lingual triggers. The originality of ouetinod is double.
First we identify common source phrases. Then we use iimtgudl triggers in order to retrieve their translations. rtharmore, we
consider the way of extracting phrase translations as amigattion issue. For that we use simulated annealing dlgorto find out the
best phrase translations among all those determined biylin¢rial triggers. The best phrases are those which inmgtbe translation
quality in terms of Bleu score. Tests are achieved on movititsel corpora. They show that our phrase-based machimelaon
(PBMT) system outperforms a state-of-the-art PBMT systgraltmost7 points.

1. Introduction of Pomme de terrgivesapple of earthinstead ofpotatoe

Given a sentence in a source language, the goal of Machirfad in some situations, the use of phrases reduce the
Translation (MT) is to find out its translation in a target MPrecISIon of reordgrlng. For instance, without use of
language. Different approaches exist to deal with thisPhrases, the_ translation dbur Eiffel gives Tower Eiffel .
difficult challenge. Some approaches requirepriori then reprdermg process may produce the corr_ect En_gl_lsh
human knowledge in order to model both the source andranslation. By using phrases, we reduce the imprecision
target languages, and how to switch from one to another(.)f translation and at least av_0|_d some re(_)rdenng pr_oblems.
The Systran MT system (Jean Senellart, 2001) is based oI?]robably, one of Fhe most difficult issue is how to find out
this approach and proposes a translation model dependiﬁae best phrases in both source and target languages.

on transfer rules. The statistical approach follows a

completely different direction. In order to retrieve phrases, several approaches have

been proposed in the literature. Most of them require

The statistical MT does not require any external knowledge\.’vord'based alignments. For example, (Och et al., 1999)

It uses only parallel corpora to model the translation pro_coIIected all phrase pairs that were consistent with the

cess. Such corpora are aligned at word or sentence level |W0rd alignment provided by Brown's models. Thus any

order to link both source and target languages. Thetransla{:—ongguouS tsourcte wo(;ds ml:st be tg_?_ tra?rs]sl?tlon gf any
tion issue is treated as an optimization problem. TranslatcOtguous target words on the condition that words are

ing a sentence from English into French involves findingahgned with each other. That means that retrieved phrases

the best French target sentenfe which maximizes the haYe not always fllngu(;SUC motivation and could lead to
probability of f given the English source sentenceThis noisy sequence of woras.
translation model is based on the noisy channel model. The

Bayes rule allows to formulate the probabilify(f|e) as I_n this Paper, We propose an original |(_1Iea b_ased on inter-
follows: lingual triggers to build phrase translation without ragui

ing word-based alignments. First we give an overview of
£ = argmaz; P(fle) = argmaz  Pe|f) * P(f) (1) inter-lingual triggers.- Then we .present the set up of our

phrase-based machine translation system based on inter-
Thus, the translation process consists of a language mod#ngual triggers. Finally, a description of the used cogpor
P(f) and a translation modeP(e|f). Language model @and the results are provided and discussed. We end with a
parameters are trained from a target corpus, Wherea@OﬂClUSion which pOintS out the Strength of our method and
parameters of the translation model are determined fron@ives some tracks about future work in our research group.
the parallel corpus. Then, a decoder provides the best . .
targgt sentencepgiven the source sente?me and the table 2. Machine TranSIat'o_n based on
translation parameters. Inter-Lingual Triggers

We propose an original approach for SMT based on inter-
First statistical MT systems were word-based (Brown andingual triggers. In the following, we present the notion of
al., 1993). Obviously, the human translation is a veryinter-lingual triggers and how to make good use of them in
complex process which is not only word based. Followingorder to perform Machine Translation.
this fact, recent researches showed that the use of phrase
translation instead of word translation leads to better MT2.1. Review of inter-lingual triggers
system quality. Dealing with phrases allows an explicitinter-lingual triggers are inspired by the concept of tegg
modeling of lexical units and captures easily local reorder used in statistical language modeling (Tillmann and Ney,
ing. For example, without use of phrases, the translatior1997). A trigger is a set composed of a word and its best



correlated triggered words in terms of mutual information2.2. Word-based Translation with Inter-Lingual

(MI). Trigger models are combined with-grammodels in Triggers
ordertp enhance the probability of triggered words given g, (Lavecchia et al., 2007b), we built a word-based Ma-
triggering word. chine Translation (WBMT) system based on 1-To-1 trig-

Since classical triggers allow to establish a triggering-gers. First, we constructed a word translation table using
triggered link between two events from the same languaggpe 5 pest triggers for each French word. Then, we used
we propose to determine correlations between words in §,e Pharaoh decoder to translate an English corpus into
source language and words in a target language by usingrench. We showed that the performance of our system
inter-lingualtriggers. Therefore, aninter-lingual@erisa s similar to the ones achieved by a system based on IBM
set composed of a triggering source event and its best corresqqe| 2 (Brown and al., 1993), in terms of Bleu score (Pa-
lated triggered target events. We hope to find among the Sefineni and al., 2001).
of triggered target events, possible translations of tiie tr |, the light of this supporting results, we decided to in-
gering source event. Inter-lingual triggers are determine vestigate phrase-based Machine Translation (PBMT) based
on a parallel corpus according to the following formula: 4, inter-lingual triggers. As we have seen before, most
of state-of-the-art methods collect phrase translatiomfr
MI(f,e) = P(f,e) * lOQ(M) 2) Word-pased alignments. Our g(_)al is to train a PBM_T Sys-
P(f)* P(e) tem without calling upon word alignment. We would like to
learn phrase pairs only by taking advantage of inter-limgua

where f (respectivelye) is a sequence of French (respec- triggers.

tively English) words. M I(f,e) denote the mutual infor-

mation assigned teandf andP(¢), P(f) andP(f,e)are 3 3 Method for learning phrase translation

defined as follows: _ ) )
Most of methods which use phrases in MT require word-

N(f,e) based alignments. For example, (Och et al., 1999) collected
P(f,e) = |Corpus| G al phrase pairs that were consistent with the word align-
ment. In his method, any contiguous source words may be

where N (X) is the number of sentences wheYeoccurs, the translation of any contiguous target words on the con-
N (e, f) is the number of sentence pairs wherand f co- dition that words are aligned with each other. That means
occur andCorpus| is the number of sentence pairs in the phrases have no always linguistic motivation and retrieved
training corpus. translations could lead to noise.
For each French everft we kept as inter-lingual triggers, We are convinced that if we succeed in identifying com-
the & English events with higher MI values. In the fol- mon phrases in the source part of the training corpus, inter-
lowing, an event is a word or a sequence of words and wéingual triggers will allow to retrieve its translations the
differentiate two types of inter-lingual triggers: target part. This would generate less noise. Since source
phrases are selected beforehand, our method does not re-
e 1-To-1 triggers. one French word triggers one En- quire any word alignment. In the next sections, we detail
glish word how to extract source phrases. Then, we propose to use
inter-lingual triggers in oder to find their potential trdsms
e n-To-m triggers: a sequence of French words trig-  tions in the target corpus. Finally, we present an adaptatio
gers a sequence of English words withn, m € N. of the Simulated Annealing algorithm in order to determine
the best phrase translations among all those selected with
Inter-lingual triggers have been used in (Kim and Khudan-inter-lingual triggers.
pur, 2004) to enrich resource deficientlanguages from those
which are considered as potentially important. Our purpos@.3.1. Phrase extraction
is to use them in order to perform statistical machine transin the few last years we developed a statistical method to
lation. To achieve that, we employ inter-lingual triggess t extract pertinent phrases (Zitouni et al., 2003) from large
build translation tables required in the decoding procéss. corpus. We use this method to rewrite source part of the
do that, we assign to each inter-lingual trigger a probgpbili training corpus in terms of phrases. To achieve that, an

N(X)

P(X) = )
(X) |Corpus|

calculated as follows: iterative process selects phrases by grouping words which
have a high value of Mutual Information. Only the phrases
Vf,es € Triglf)  Pleslf) = MI(ei, f) which improve the perplexity are kept for the forthcoming
ZeETrig(f) MI(e, f) steps. At the end of the process, we get a list of phrases

(4) and a source corpus rewritten in terms of phrases. With this
whereTrig(f) is the set oft English events triggered by source corpus expressed with pertinent phrases, we hope to
the French event. find their potential phrase translations in the target cerpu
In a previous work, we developed a Word-based Translatiofby using inter-lingual triggers.
system based on 1-To-1 triggers (see section 2.2. for more
details). In this paper, we extend inter-lingual triggess t 2.3.2. Learning phrase translation
carry out phrase-based Machine Translation. In the follow-The source training corpus is henceforth rewritten in terms
ing, we present our method to build phrase translation tablef phrases. Now, the question is how to find the potential
based on Simulated Annealing. translations of these source phrases in the target corpus. T



achieve this, we propose to use inter-lingual triggershint 2.3.3. Simulated Annealing tuning

following, we assume that each source phrasé wbrds
can be translated by a sequencejdhrget words where

Simulated Annealing (SA) algorithm is a technique applied
to find an optimal solution to a combinatorial problem

Jel—ALL+ Al that becomes unmanageable using combinatorial methods.
At this step, no word alignment is performed. For this rea-The SA approach allows to solve such combinatorial
son, we associate with each source phrgse Al + 1) problem while dealing with the local optimum problem.
sets of itsk best inter-lingual triggers. Thus, we allow a The concept of SA is inspired from the physical annealing
source phrase to be translated by different target seqaencerocess of solids and is easily adaptable to solve large
of variable sizes. Table 1 shows the potential translationsombinatorial optimization problems. In condensed matter
of the source phrasporter plainte In the following we  physics, people are interested in obtaining low energy
states of a solid. In other words, the issue is how to

n-To-m triggers arrange the billions of particles in order to achieve a highl
source phrasg| 2-To-1 | 2-To-2 2-To-3 structured lattice with a low energy of the system.
press | press chargeg can press charges
porter plainte || charges| can press not press charges  Our aim is similar, in fact, the set of n-To-m triggers con-
easy not press you can press stitute a list of candidate phrase translations. We have to

integrate a subset of this list in our MT system in order to
increase the quality of translation. Naturally, it is ursea-
able to try all possible combinations of translation. Fas th
reason, we decided to use SA algorithm in order to select
. the ones which lead to the best performance. To achieve
guess that for short phrasés is set tol. Thus, for the that, we start with a word-based MT system based on 1-
cited example, we suppose that it could be translated by §,_1 inter-lingual triggers. Then we randomly add n-To-m

sequence of at least one word and at most by a sequence g qers into the MT system until an optimal Bleu score is
3 words. For this reason, we associate it with its best 2-Tojeached on the development corpus.

1, 2-To-2 and 2-To-3 inter-lingual triggers. In this exampl
we have selectefl potential translations. Obviously, only

press chargeg a correct one. In the general case, we cangorithm 2 Simulated Annealing algorithm
have for each phrase of two worégotential translations. 1. Start with a high temperature T,

That is why we propose to select those which are pertlnent2: With a temperature T and until the equilibrium is
and discard the noisy ones. reached do

Al source phrases and their_sets (.)f inter-li_ngual triggers From the currenttemperature T of the system and from
constitute the set of n-To-m inter-lingual triggers. NOW,  yo 0\, rent statewhich has an Energ¥;, perturb the
the issue is how to select the best n-To-m inter-lingual trig system which makes it moving from state i to j. The
gers. In other words, what are the pertinent phrases and energy of state j isg;.

glelrtranslatlons.(;l'o ar;swertrlls questu;n, we first corepu(; If E, - E; >— 0 then statg is accepted as the current
b eu dscoret on t? ege opin_(la_n 1cprtpus|. y uTltng our W(_?_rh.' state; Otherwise, stajeis accepted with a probability
ased system based on 1-To-L inter-lingual triggers. This "0 iy ' ™ oo i with p e [0 - 1)

will constitute the baseline result. In a second step, we adds_ Decrease the temperature and go to step 3 until the

_ratndt(;]mlyazutk))set gf n-'l;o-m t(/l\?_?hers przwouslty colmp!#]ed given low temperature is reached or until the energy
into the word-based system. With an adequate algorithm, stops increasing

we select the most relevant phrases, those which improve
the Bleu score on a development corpus. The optimization _ _
algorithm we use is simulated annealing detailed in the nexit is necessary to define all the parameters of the algorithm

Table 1: Potential translations of the source phiaseer
plainte

The entire algorithm is given below:

section. in order to adapt it to our issue:
An outline of retrieving the best phrase translations igiv .
in Algorithm 1 J P g Initial temperature The temperature acts as a control pa-

rameter. Several values have been tested in our experiments
for the initial temperature.

Algorithm 1 Method for learning and selecting the best
phrase translations
1. Extract phrases from the source corpus
2: Determine n-To-m inter-lingual triggers which allow
to associate each source phrase with the best targ&tystem perturbation Agitate the system consists in ran-
phrases of variable size domly adding a subset of n-To-m inter-lingual triggers into
3: Compute the baseline Bleu score by using our wordthe translation table of the current MT system.

based system based on 1-To-1 inter-lingual triggers. _— .
4 Select an optimal subset of n-To-m inter-lingual trig- Evﬂzllgbgg?o;:}ate rﬁcgggr:ssltgl?ngaégeinSoAr;l(l,?c;(r)ltZTa’Iuaate
gers on an iterative process handled by Simulated An- 9p :
. : the performance of the current MT system in terms of Bleu
nealing algorithm A .
score. The equilibrium state is reached when the Bleu score

stops increasing between two states.

Initial configuration The initial state is a word-based MT
system based on 1-To-1 inter-lingual triggers.




The schedule annealingAfter each equilibrium state, the 3.2. Study of some inter-lingual triggers
temperature has to be decreased carefully. For that, Weyer jingual triggers are selected on a parallel training

choose a geometric series, which respects the progressiVg s ‘In our framework, training step leads to significant
decreasing of the temperature. inter-lingual triggers as shown in Table 3.

Energy computing The energy to be maximized is ex-

pressed by the Bleu score on a development corpus. French English MI x 1077
press charges 6.92
Stop criterion The stop criterion of adding n-To-m inter- porter plainte | charges 6.26
lingual triggers is reached when the Bleu score of the sys- press 5.29
tem converges. light 4.65
] ) allumer to turn on 3.46
At the end of the SA algorithm, only the n-To-m inter- turn on 9.88
lingual triggers which improve the performance of the ini- hi 3943
tial word-based MT system are selected. In SA algorithm, bonjour hello 929.30

skipping from one state to another guarantees to reach an

; : N . good morning 19.55
optimal state in terms of the objective function. Conse-

: : i . calm down 23.32

quently this angnthm increases necessarily the Bleuescor calme toi calm 91.99
In the_next section, we present used corpus and conducted down 13.85
experiments to train and test our PBMT System based on breakfast 1049
inter-lingual triggers. petit déjeuner| to breakfast 3.13
3. Results say breakfast 3.138

3.1. Corpora

We present results on a subtitle parallel corpus built usTable 3: Examples of English phrases triggered by French
ing Dynamic Time Wrapping algorithm (Lavecchia et al., phrases

2007a). Subtitle corpora are very attractive due to the used

spontaneous language which contains formal and informathe first column presents French sequences of one or sev-
words. We think that such corpus constitute a good chalera| words. Sequences that have more than one word are
lenge to go towards spontaneous speech translation systegtomatically picked up by the iterative process explained
Table 2 gives details about the used the parallel corpus. Wgy section (2.3.1.). For each French sequence, the second
use a train corpus to extract French phrases and to compug®lumn refers to the best correlated English sequences
inter-lingual triggers (a study of few examples is given in of one, two or three words in terms of MI. Finally the
section 3.2.). A development corpus is used to select thghird column shows the MI value associated with each
best phrase translations among all those determined by thgter-lingual trigger. A qualitative analysis showed toat

set of inter-lingual triggers. Finally, we use a test corfius  method leads to pertinent inter-lingual triggers. Thuigj-tr
validate our approach. gered sequences could often be considerated as potential
translation of the triggering French sequence. Furtheemor
inter-lingual triggers allow to retrieve synonyms as it is

| | French | English |

Train ~ Sentences 27523 shown for the French worallumerwhich can be translated
Words 191185 | 205785 by light or turn on Note also that they take into account
Singletons | 7066 5400 the fact that French words are not necessarily translated
Vocabulary| 14655 | 11718 into n English words. Thusbonjour is associated with

Dev  Sentences 1959 good morningor petit céjeunerwith breakfast Finally,
Words 13598 | 14739 when a French sequence is translated into several English

Test  Sentences 756 words, inter-lingual triggers will prefer the whole Endlis
Words 5314 | 6262 sequence rather than subparts of it. This case is illustrate

by the examplgorter plaintewhich is translated bpress
chargesthe sequence which gets the highest Ml value.

Table 2: Quantitative description of the training corpus

(Train), the deve|opment corpus (Dev), the test Corpuén the fOIIOWing SeCtionS, we evaluate our MT systems
(Test) based on inter-lingual triggers. To achieve that, we use

inter-lingual triggers to build translation tables recdrby
As shown in Table 2, more thats% of the words in both  the decoder Pharaoh (Koehn, 2004) in order to translate an
French and English vocabularies occur only once in theEnglish source corpus into French. Bleu score allows us to
training corpus. Furthermoré4.5% (respectivelyl3.8%)  evaluate the quality of the obtained French translation. In
of the English words in the development (respectively testsection (3.3.), we start with a Word-Based Machine Trans-
corpus are out of vocabulary (OOV). All these elements acdation (WBMT) system based on 1-To-1 triggers. Then,
count for weak Bleu scores reported in section (3.). we compare it with a state-of-the-art WBMT system based
In the following paragraphs, we present a study of fewon IBM model 3. In section (3.4.), we design a Phrase-
inter-lingual triggers. Based MT (PWMT) system based on n-To-m triggers and



Simulated Annealing. Finally, we compare it with a state-3.4.2. Candidate Phrase translations for SA
of-the-art PBMT system based on the phrase-based model algorithm

proposed by Och in (Och, 2002). For each French unit (a word or a sequencd)wérds, we

_ select from the training corpus it$) « (I & Al) best inter-
3.3. Word-based Translation System lingual triggers. For practical reasons] does not exceed

To build our WBMT system, we employ 1-To-1 triggers 2- This means, for gach potential English translation set
for which each French word is associated with a listof @mongthose containirig-Al, I —Al+1, ..., 1+Al words,
English words. We hope to catch in this setioEnglish ~ We kept the best0 u_nlts. All this mter—lmgual triggers
words potential translations of the French word. SeveraMake the set of candidate phrase translations (called n-To-
experiments showed thao is the optimal value for the ™M triggers) required by SA algorithm.

parameterk. Then, we assign to each 1-To-1 trigger a

probability calculated fromM I as indicated in formula

(4). This constitutes the word translation table requirgd b 3.4.3. Results with Simulated Annealing

Pharaoh. Different experiments have been conducted to optimize the
parameters of the SA algorithm. In this section, we present
System tm | Im | d |w Bleu the performance with the optimal set of parameters. We
1-To-1 Triggers|| 0.6 | 0.3 | 0.3 | 0 || 12.49 made several tests in order to determine the best value of
IBM Model 3 0.8106]06]0 12.39 the initial temperaturel’ = 10~* seems to be a convenient

initial temperature. The initial configuration consistgioé
word translation table obtained in section (3.3.) with -To
Table 4: Evaluation of WBMT systems 1 triggers. This configuration leads as we have shown, to
an initial energy ofl2.49 in terms of Bleu score. Then, at
Translation results in terms of Bleu on the developmentfe.aCh s_tep of the .SA algorithm, we agitate the_ current con-
; . N iguration by adding randomly phrase translations from the
corpus are given in Table 4. The first line of the table ) : -
et of n-To-m triggers selected earlier on the training cor-
reports performance of our WBMT system based on 1-To- .
pus. Conducted experiments showed that performance are

triggers. The performance is compared to the one of . : :
WBMT system based on IBM model 3 reported on theoptlmal when we added randomiy potential translations
of 10 French words or phrases.

second line. For an optimal use of the decoder, the weigh he improvement of the Bleu score obtained on the devel-

of the models involved in the decoding process are tuneopment corpus through SA algorithm is shown in Figure 1.

on the development corptifor both systems.
Results show that using 1-To-1 triggers leads to bette'ra‘t the end of the SA process, our phrase-based MT system

translation quality. Indeed, the better performance of our
system amounts t62.49 in terms of Bleu score. While in

an optimal use, the system based on IBM model 3 reaches o
only 12.39. Furthermore, this last model is trained in
several iterations whereas training inter-lingual trigge
needs only one iteration. In other words, with less time for ~ °**
training, our approach leads to better results than famous .
IBM models largely used in SMT.

0.14

0.134

Bleu score

0.132

Considering this very promising results for WBMT, we de-
cided to make good use of inter-lingual triggers to process i
Phrase-based Machine Translation.

0.128

0.126

3.4. Phrase-based Translation System

0.124 L L L L L L L L L

3.4.1. French extracted phI’aSeS 0 100 200 300 400 500 600 700 800 900 1000

To build our Phrase-based Machine Translation System, we mbereftersuons

extracted from the French part of the training corpus, a

set 0f 15860 phrases which are composed of two or threeFigure 1. Improvement of the Bleu score on a development
words. corpus through the SA algorithm

Only 2.20% (respectively3.03%) of the phrases extracted

from the training corpus were in the development (reSpeCfulfilled a Bleu score ofi4.14. In other words, by adding
tively test) corpus. '

pertinent phrase translations, we achieved an improvement
of more thanl.6 point in terms of Bleu compared to our

Ltm (respectivelym, d) indicates the weight of the translation Word-based MT system.
(respectively target language, distortion) model . Theapmter N the next section, we compare our PBMT system based on
w is for the word penalty. The target language model is a tigra  inter-lingual triggers with a state-of-the-art PBMT in erd
model (Good-Turing smoothing) to evaluate our approach.




3.5. Comparison with a state-of-the-art system translations selected during SA process on the development
In order to validate our approach, we compare the perfor€0rPus would be the best ones on the test corpus too.
mances of our PBMT system based on inter-lingual trig-AnYWway, the impact of over-fitting are more important
gers with a state-of-the-art PBMT system (reference sysOn the state-of-the-art systems. Indeed, on the develop-
tem). The phrase translation table of the reference systeff€nt corpus, their performance decreasesthy? from

is acquired from a word-aligned parallel corpus by extract-WBMT to PBMT. Whereas for systems based on inter-
ing all phrase-pairs that are consistent with the word align lingual triggers, Bleu score increasest9%. In the same

ment (Och, 2002). Table 5 illustrates the performances off@nner, on the test corpus, state-of-the-art PBMT system
decreases the Bleu score of the state-of-the-art WBMT sys-

inter-lingual triggers|| _ state of the art tem by53.07%. While n-To-m triggers PBMT system low-
1To-11 n-To-m IBM3 | reference ers the performance of 1-To-1 triggers by o8l\%.

Dev | 12.49 14.14 12.39 7.02
Test| 13.63 10.77 14.00 6.57

4. Conclusion

In this paper, we presented our phrase-based Machine
Table 5: System Evaluation in terms of Bleu score on theTranslation system based on inter-lingual triggers. The la
development (Dev) and the test (Test) corpora ters allow to associate a triggering source phrase with its

best triggered target phrases in terms of mutual informa-
the different systems on both development and test corporéion. We noticed that a triggered target phrase may often be
The two first column denote the Bleu score achieved by ouassimilated to a potential translation of the source phrase
WBMT (1-To-1) and PBMT (n-To-m) systems based onThus, we decided to use inter-lingual triggers in order to
inter-lingual triggers. Whereas the two last columns cor-set up our PBMT system.
respond to the performance of the state-of-the-art WBMTMost phrase-based translation models require word align-
system based on IBM model 3 (IBM3) and the referencement on the parallel training corpus. Phrase translations
PBMT (reference). extracted from this alignment are not always linguistigall
On the development corpus, as seen before, the use of panotivated and thus are not pertinent. In order to extract
tinent n-To-m triggers improved the results achieved by 1-more relevant phrase translations and therefore imprave th
To-1 triggers by almost3.21%. For the state-of-the-art translation quality, we proposed an original method that
methods, the use of phrases decreased the performance iges not need any word alignment. First we identified
43.3% compared to the word-based method. Despite th&ommon source phrases by an iterative process. Then, we
few amount of training data, these first results show thatetrieved their potential translations by using integliral
the SA algorithm allowed to take off the phrase transla-triggers. And finally, we used simulated annealing algo-
tions with no statistical significance. Overall phrase $ran rithm to select the best phrase translations among all those
lations determined by n-To-m triggers, it selected only adetermined by inter-lingual triggers.
subset which leads to an optimal translation quality. Fur\We trained and tested our PBMT system on a subtitle paral-
thermore, both WBMT and PBMT systems based on interdel corpus built using Dynamic Time Wrapping algorithm.
lingual triggers leaded to better performances than the cofThis corpus constitutes a good challenge to go towards
responding state-of-the-art systems. spontaneous speech translation system. Once phrase trans-
Unfortunately, the lead of n-To-m triggers on 1-To-1 trig- lation table were induced by inter-lingual triggers and-sim
gers is not corroborated on the test corpus. Indeed, the usdated annealing algorithm, we used the decoder Pharaoh to
of phrase translations decreased the Bleu scor@l9§y.  translate text from English into French. We evaluated the
Over-fitting due to poor amount of data and used corpordranslation quality with the Bleu metric. Results showed
can explained this under-achievement. Recall that the usetiat our approach leaded to better translation quality com-
corpora are subtitles &6 different movies. Each movie is pared to a state-of-the-art phrase-based approach that re-
divided into three parts: one for the training corpus, orre fo quired word alignment. Indeed, our system based on inter-
the development corpus and one for the test corpus. Antingual triggers outperformed a state-of-the-art systgm b
we have chosen movies without paying attention of the dif-7 points on a development corpus and byoints on a
ferent cine styles. Consequently, talks and expressians atest corpus. Conducted experiments confirmed that phrase
very disparate within each corpus. For example, the talk¢ranslations learned from word alignment can cause noise in
in a thriller will not be the same as in a comedy. By addingthe translation process. Identifying common source plsrase
the poor amount of data, pertinent phrases chosen on the dand selecting their potential translations with integlial
velopment corpus were not necessarily pertinent on the testiggers and SA algorithm allows to confine noise even on
corpus. Conversely, phrase translations unselected by theparse data.
SA algorithm would maybe allow to improve performance Our results are very encouraging and efforts are done in or-
on the test corpus. A good way to figure out this prob-der to improve our model. The idea of using inter-lingual
lem would be to classify movies according to their styletriggers seems to be very important. For the moment, we
(thriller, comedy, war movie, romantic comedy ...) and focus on word surface forms. However, considering inter-
to set one PBMT system based on inter-lingual triggers byiingual triggers on syntactic features in order to integrat
style. Hence, even if data are sparse, learned phrase trarsiguistic knowledge in the translation process may im-
lations would be proper to each movie style. And phraseprove drastically the translation quality.
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