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1. Introduction

i this paper we will discuss 1he compositional approach
to machine translation that is pursued in the Rosetta
project, al the Philips Research Labtoratories in Eind.
hoven, in collaboration with the University of Utrecht.
Rosetta is & research project, in which experimental
trapslation syslems are being developed, currently for
Dulch, English, and Spanish,

In the compositional approach, the translation rela-
tion between (wo languapges is defined as a relstion
beiween Lheir grammars., These grammars abey Lhe
Composilionalily Principle of Montague Grammar, i.c.
they define a language by specifying (i) a se1 of *basic
expressions', expressions with a primitive meaning, ¢.g.
conient words, and (i) a set of composilionat rules (with
wetl-defined meanings), which prescribe how larger ex-
pressions and ultimately sentences can be built from
these basic expressions. The compositional transttion
relation is defined by means of local relations berween
lhe compositional rules and belween the basic expres-
sions of the two lunguages.! This definition of the
translation relation is atiractive lrom a theorgtical point
ol view, especially because il provides a firm semanlic
foundation 10 machine transiation, bul one might be
concerned about ils aclual power in practice. At first
sight, it may appear rather restrictive, allowing enly for
rather trivial translation refalions, where a sentence and
ils translation have more or less the same surfice
structure.

The main goal of this paper s 10 illusirale the power
of the compositional approach by discussing—rather
informally—how a number of non-trivial translalion
problems which may appear peoblematic at first sight
can be solved. We will not discuss the power of Lhe
approach in the formal sense of the word. We expeet that
from a purely formal point of view the Rosetla system,
like many other systems, is able to define any type of
teanstation relation, if one is prepared to pay a high price
fos this in terms ol grammar size, But the question that
will be discussed here and that is o more practical
interest is what transtztion prablems can be handled
clegantly and systematically in the given framework.

Basically, there are two aspects that determine the
power of the compositional approach: i) the power of
the rutes; this aspect is discussed in Section 3, {ii) the
question of what is 1o be considered a basic expression;
this aspect is discussed in Section 4. We siart with an
informal intreduction 1o the Roselta approach in Sec-
tiott 2. In Section 5 a translation problem is discussed
thist cannor be bandled smisfuciorily in the current
Rosciti lramework.

The paper deals eniy wilth the linguistic aspects of
transhition, no1 with the prohlems of disambiguation in
case a senlence has more than one *possible ranslation’.
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2. The linguistic framawork of Rosetta

The linguistéc framework of Roselta can be character-

ized as follows:

}. The languages are described by means of composi-
tiopal gramunars.

2. ‘These grammars are reversible, ie. they can be used
for both analysis and generation.

3. The translation rclation between two languages is
defined as & refation between their grammars.

We will discuss these three aspects in more detail in the
next iwo subseclions.

2.1. Comy
The grammars of Roselta obey the Compositionality
Principle, adopted in the field of Montague Grammar
fel. Thomason, 1974 and Dowty et al., 1981). This can
be expressed as follows (cf. Parles, 1982):

The meaning of an expression is a function of the
meanings of ils parts and of the way they are syntacti-
cally combined.

s A
sonal gr 5

QObviously, following this principle leads to an otganiza-
tion of the syntax that is strongly influenced by semantic
consideralions. As preservation of meaning is an import-
anl criterion for correct translation, this is a useful
guiding principle in machine translation.

We will illustrate the Compositionality Principle and
the way it is applied in Rosetta by means of a simplified
example of a compositional grammar.

The symtactic compouent of a compasitioral grammar
specifies (i) a seL of basic expressions and {ii) a set of
symactic rules. The basic expressions arc the smables
meamingfl units, the synlactic rules define how larger
phrases and ultimately scniences can be constructed,
startling with the basic expressions,

A simple example grammar, G

The basic expressions are: the noun car and the intransi-
tive verb pass, or more formally: the expressions N(rar)
and V{pass).

The rules are:

ER,: this rule is applicable 1o an expression of the form
Nix) and makes an indefinite noun phrase of the form
MNP{a «). (« is an arbitrary string.)

ER;: 1his rule has two arguments, the first one must be a
noun phrase, of 1he form NP(g), the second argument
must be an intransitive verh of the form V(B). The
result of applying the rule is & sentence in the past
tense, ol the form S(x Red).

If ER, is applied to the hasic expression Nicar), the
result is NP{a car),
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If ER; is applied to NP{a car) and V(pass), the result is
the sentence S{g car passed).

Mote that the words in the derived sentence may
correspond to basic expressions (pass, car), but may also
be introduced syncategorematically, by a rule (e.g. the
article a).

The actual rules in the Rosstta systems are more
complicaled; they operate on syntactic constituent trees,
which is of vilal impostance for their linguistic power.
We present them here in & simplified format in order to
prevent the essential ideas from being obscured by
nolational complexities.

The process of deriving a sentence from basic expres-
sions by recursive application of rules can be made
explicit it a syntactic derivation tree. In Fig. 1 the
syntactic derivation tree of the senlence S(a car passed) is
given.

S fa car passed) - = - == e === = = ER2

NP (o car) === = — e = - EL: Vipass)

N {car)

Fig. 1 Syntactic derivation tree of 3 car passed’

An effective procedure GENERATOR can be defined
which operates on an arbitrary synlactic derivation tree
(a tree tabelled with names of rules and basic expres-
sions) and yields a set of sentences by applying the rules
in the syntactic derivation tree. If the derivation tree is
not well-formed, te. if not all rules are applicable, this
sat is empty.

The semantic component of a composiliosal grammar
specifies: -

. The meanings of the basic expressions (basic mean-
ings).

2. The meaning operations ¢orresponding to the syn-
tactic rules,

The meaning of an arbitrary expression is Lthen derived
as follows, In parallet with the application of the syntac-
tic rules the meaning operations associated with these
rules are applied to the meanings of their arguments,
starting with the basic meanings. The fina? result is the
meaning of the complete expression. So the process of
derivation of the meaning runs paraliel with the syntactic
derivation process and can be represented in a tree with
the same geometry as the syntactic derivation tree, but
labelled with names of basic ings and ing
operations. This representation is called a semantic
derivation tree. 1f we assume that the tules of example
grammar Gg correspond to meaning rules, named Af,
&nd M, and the basic expressions correspond te mean-
ings cor’ and pass’, the relation betwesn the syniaciic and
1he semantic derivation tree of g car passed is as in Fig. 2.
If the basic meanings and the meaning operations are
expressed in a logical language, as in Montague Gram-
mar, the result of applying the meaning operalions in a
semantic derivation tree for a sentence is a logical
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ER2

ER1 V{pass) Mi sy

|

N{car) car’

Fig. 2 Syntaclic derivation (ree of ‘a car passed” and corresponding
semandic derivation irec

expression, representing the meaning of that semtence.
However, for Lhe purpose of compositional translation
we do not need this logical expression; the semantic
derivation tree contains exactly the information thal has
o be preserved during trunstation, as we will show in
Subsection 2.3,

Although a compositional grammar requires a close
relation between syntax and semantics, this relation is
not *onc-lo-one’. Rasic expressions were defined as the
smaflest mesning(ul units, but they may have more than
one ing. TFor e, a basic expression may
correspond to Lhe stem of a word like pass, which may
have mare than one reading, Because of this there is in
general a ser of semantic derivation rees corresponding
to a syntactic derivation tree. G the other hand, a basic
reaning may correspond to various basic expressions
and 2 meaning rule may corsespond to various syntactic
rules, so there is in general a set of synlaclic derivation
trees corresponding 10 each semantic derivation free.
However, in the example we assume that there is a one-
ta-one relation. .

2.2, Reversibility
The grammars used in Rosella are reversible, ie. the
same grammar can be used for gencration and for
analysis of sentences. The most important requirement
{or teversibility ol grammars is reversibility of syntactic
tules.

For example, grammar Gy, (in Section 2.1) the reverse
rules would be:

ER'\: the rule is applicable to an expression of the form
NP (& 2} and yiclds an expression of the form M{x).
ER' 3 \he rule is applicable to an expression of the form
S(u Pedy and yields two expressions, the lirst one of

the form NP{a), the sccond one of the form V(p).

If we apply £R'; to the e S{a car p /), the
result s the pair NP(g car), Vipass). V{pass) is a basic
expression,

Il we apply ER', to NP{a car), the result is the basic
expression Nicar).

An analysis is successful if it és able 10 reduce 1he
sentence ta basic expressions, as in this example. The
analysis process can be made explicit in a derivation tree,
which is the same as the one of Fig. 1.

In the previous subseciion we have seen that lor a
grammar based on the Compositionaiity Principle an
effective procedure GENERATOR can be defined,
whick maps syntactic derivation trees on 10 sels of
sentences. In case of a reversible grammar, an elfective
procedure PARSER can he defined which yields for &
sentence ke set of syntactic derivation irees. IT the
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sentence is incotrect, Lhis set is empty, il it is syntactically
ambiguous the st contains more than one syntactic
derivation tree. In the acinal Rosetta systems the parser
is more complicated, because the syntaclic rules operate
on constituent siructures (ef. Landsbergen, 1981, 1987)
for a mare glaborate discussion).

2.3, Jsomorphic grammars

In Rosetta the translation relation between lapguages
is defined in a compositional way. Two senlences are
caonsidered translations of sach other if {i} they have
the same meanning, and {ii) the way this meaning is
composilionally derived from basic meanings is the same
100,

This definition is aliractive becuuse il caplures the
intuition that translation shoutd preserve Lhe meaning,
but alse the form, ag far as possible, For example, it
accounts [or the fact that aff ravens are black is an
adequate transhation of the Dutch affe raven zijn zwors
und that the logicslly cquivalent seatence i somedhing is
not black {r is not @ raven is not an adequane translation
of this sentence. {ef. Landsbergen, 1987, De Jong and
Appelo, 1987)

Having introduced the notions of synlactic and se-
mantic denvilion tree, this definition of translalion can
be expressed in a more technical way by means of a
relalion between compaositional prammars:

Two senlences are considered iranslations of
each other if they have the same semantic derivation
trees, and, hence, carresponding syntaciic derivation
(rees.

A sentence and its translation are devived from corres-
pesrding basic expressions by applying corresponding
rules (where “corresponding’ should be interpreted as
‘with the some meaning’).

In order to accommodate this technical definition of
translalion with 1he above-mentioned intuition aboul
translation, we have 1o wrile the compositional gram-
mars with translation in wmind. The grommars of 1wo
fanguages have (0 be arined 10 each other in such a way
that for each basic expression in one grammar (here is at
feast one correspomding basic eapression in the olher
prammar with the same meaning and—similatly—for
each cule in one grammar there is a1 leds1 one corress
ponding rule in the other grammar, Grammars thal are
altuned 10 cach other in this way are called isomorphic
grammars, In Landsbergen (1987) more precise defini-
tionis of isomorphic grammars can be found. Beaven and

Nix) and makes an indefinite noun phrase of the form
NP(een a). (o is an arbitrary string.)

The corresponding meaning rule is M, so NR,
corresponds 1o ER,.

NR,: this role has two arguments, the first one must be a
noun phrase, of the form NP{eer ), the second
argument must be an intransitive verb of the form
V(B).

The result of applying the rule is 2 sentence of the
form S(er Bde een a),

The correspending meaning rule is M, so NR;
corresponds lo ER,,

This grammar can derive 1he sentence er passeerde een
auro. The synlactic derivation iree is given in Fig. 3. The
semantic derivation trec is exactly the same as the onc of
Fig. 2, and thus the derived Duich sentence is considered
a transtation of the English senlence a car passed.

S{er passecrde ton aulo) = === = === === MNR2

NPfeen uto) ==« = == —n= ==~ NR1 Vipusscer)

Nfauro)
Fig. 3 Symluctic detivation tree of ‘er passeerde ¢en auleg”

An important aspect of the use of reversible isomor-
phic grammars is that the transtation relation can be
desctibed in a completely compositional (‘gencrative’)
way, while 1his deseription still yields an effective trans-
lation procedure, consisting of an analysis and a gencra-
tion component. In Fig. 4 the global design of the
resaling translation system is outlined.

SOUrce target
tanguage fanguage
sCnience senlences
PARSER GENERATOR

Syntactic derivation (rees Syneactic derivivion trees

Whitelock (1988) adopl the isomorphic gr ap-
proach in a different synloctic framework,

As an illustration we specily an example grammar Gy,
for a fragment of Dhtch, which is isomorphic lo gram-
mar Gg in Section 2.1,

Gronmmar Gy

The basic expressions ure the noun N(mesie) and the verb
V(passeer). We assign them the meanings car' and pass’
respectively, 50 they correspond o basic expressions car
and pasy of G,

The rules are:
NR,: this rule is applicable 10 an expression of the form
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G-TRANSFER

3

A-TRANSFER

Semantic
dervation

recs

Fig. 4 Globa! design of the Roseua system

We will show how |he given example sentences ars
processed by the system, for English as the source
langunge and Dutch as the target language. The transfa-
tion procedure starts with a syntactic analysis performed
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" by the procedure PARSER, which applies the analytica)

rules of Gy to the input sentence (¢.g. a car passed) and
" yields a set of syntactic derivation trees for that semtence
- {e.g. the tree of Fig. 1}, Then a procedure A-TRANS-
-* FER (analytical transfer) is applied: it converts a syntac-
tic derivation tres inte a set of semantic derivation trees
(e.g, the semantic derivation tree of Fig. 2) by means of
local translation rules for the rules and the basic expres-
sions which follow directly from the semantic compo-
rent of grammar Ge. For example, syniactic role ER, is
mapped onto meaning role M|, basic expression car is
mapped onte basic meaning car’. In Lhe example the
mapping is one-to-one, bul in more realistic grammars it
is usually ore-to-many. {The semantic derivation trees
can be used to perform ssmaniic well-formedness and
preference iests in order Lo solve ambiguities, but this is
outside the scope of this paper.)

The next slep in the transtation process is the applica-
tion of a procedure G-TRANSFER (generative irans-
fer). G-TRANSFER maps meaning rules onlo syntactic
rules and basic meanings onlo basic expressions, accard-
img lo 1he semantic component of grammar Gp. Tn this
way each semantic derivalion tree is converted to a set of
syntactic derivation trees {e.g. the tree of Fig. 3).

Finally, the procedure GENERATOR of grammar
Gy is applied 1o each syntactic derivation tree. The result
is a set of sentences of the target language Dutch, e.g. er
passeerde een auio.

24, Addirional remarks

We already noted that the grammar formalism of Ro-
sella is more sophisticated than is cutlined here, but for
the purposes of this paper it is not necessary to go into
the technical details, In this seclion we will merely
indicate in what respects the actual grammar formatism
differs feom the formalism used in the examples,

1. There is a separate morphological component,
containing the detailed rules for word formation, The
syntactic rules only bave to specily the form of words in
a formalized way, e.g. sumber =plural, and do not have
1o bother about the exact form of the plural, which may
depend on the form of the noun. The morphelogical
rules spell out the exagl form.

2. The syntactic rules do not operate an symbol
strings, as the example rules suggest, but oo explicit
syntactic structures, so the final result of a derivation is
nat a sentence, but the surface structure of a sentence.

In the sequel we will usually stick to the informal

string notation that was used in the examples and only
refer explicity to the syntactic structvre if this is peces-
sary,
3. The grammars are divided into subgrammars and
the order of application of rulcs within & suhgeammar
can be controlled explicitly. Tsomorphy beiween gram-
mars is defined by means of isomorphy between
subgrammars.

4. A distinclion is made belween meaningful roles and
purely syntactic transformation rules. Meaningful rules
are invelved in the isomorphy relation between the
grammars, transformations are not. Therefore, trunsfor-
mations can be added freely to individua) grarmars 1o
deal with language specific phenomena.
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3. Powaerful syntactic rules

As described in the preceding section, the translation

method used in the Rosetta system is compaositional, i.e.

a seplence is teanstated by means of focal translation of

basic expressions and rujes.

The compositional method mighl appear restrictive at
first sight, but we will show that i is in faql very
powerful, i.e. that it is able to characterize two sentences
as translations of each other even  these sentences differ
substantially from esch other at a superficial level. The
snethod is powerlul, on the one hand because the rules
can perform complicated operations, and on the other
because basic expressions need nol correspond to a
single word, but can correspond te more complex
phrises.

In this section we will deil with cases where composi-
lional translalion can be maintained due (o the power of
the rules, In afl cases discussed here basic expressions
correspond to single words. The next section wil! deal
with basic expressions Lthat correspond to more complex
phrases.

One powerful property of the rules that plays an
important role here is Uheir capacity ol syncategoremati-
cally introducing elemenis into a structure, i.c. they can
fatroduce elements into a structure that are not argu-
ments of the sule.

Let us consider the following simple example: the
Dutch sentence Aif houdt van her imeisie and the English
sentence hie foves the girf are 1ranslations of each other,
Tn the English construction there is a verb (Joves) and a
direct object (rhe girf). In the corresponding Dutch
senlence there is atso a verb (howdt), but its argument js
realized as a prepositional object (van her meisie). In
arder to derive these sentences as translations of cach
ather it is required to get the combination of Aowudt and
van mapped somehow o (o the English verb foves.

This translation relation is dealt with in the following
way in Rosetta. There are rules to renlize arguments of
verbs syntactically. Such rules realize the 1wo argoments
of the verb fove as a subject and a direct object, the single
argumenl of the verb dance as a subject, the two
argnments of the verb rink as a subject and a finire
subardinate clause {cf. he Prinks that he is #7, el Tach
individuat verh specities how its arguments must
realized and the rules mentioned creste the syntactic
strocrare required by this specilication. The Putch verb
howden {Lhe diclionary entry with the meaning fove) is
specified in the following way: Lthe verb takes two
argurnents. The firsl argument must be realized as a
subject, the second argpument musit be realized as a
prepositional object with the preposition van, 1f we
ensure that the rule which realizes the argunients of
howeden and the rule which realizes the urguments of fore
correspond (0 each other, Lthe examples mentioned can
be rranstated compositionally.

Many cases in which il seems as il compositional
translation is not possibie can be dealt with in this way,
We will mention some.

o The sentences trealed in the preceding section (er
passeerde ven auto—a eir possed) consiitute another
example of o non-trivial ransktion where the power
of the reles makes it possible te maintain composi-
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tional translation. Under certain conditions indefinite
noun phrases cannol appeat as subjects on their own
in Dutch. They must be accompanied by the word er.
In English so such restrictions hold {except for exis-
tential sentcnces). We can maintain compositional
translation if we map the rule of English that intro-
duees indefinite NPs as a subjact into a sentence an 1o
a correspanding rule in Dutch, which is formulated in
such & way that it iniroduces indefinite NPs as a
snbject and the word er il required.

The Dutch verb seheren requires the presence of a
reflexive pronoun (zich) in the meaning that corre-
sponds 1o the English intransitive shave; bij scheerde
zich—he shaved. The exacl form of the reflexive
pronoun is dependent on syntactic properties (person,
numbery of the subject. This is aceounted for in the
following way. The verb scheren is specilied a5 an
inherently reffexive verb. There is a transformation in
Duteh that syncategorematically introduces the ap-
propriute reflexive proncus in Ihe syntactic siructure
il" required by the verb. So, this transtation can be
achieved by sitnply mapping the verb scheren onto
shave.

« ‘Generic’ plural NPs requirc the presence ol a defi-
nite article in Spanish, though in English no article
is allowed. Thus the English NP flowers must be
translated into the Spanish NP fus flores in senlence
pairs such as flowers are hewaifil—las flores son
kermosas. For such cases there is, both in English
and in Spanish, a rale (hat forms plural generic
NPs, 1n English this rule takes a single noun as its
argument and turns it into a generic NP by putting
the noun in the plural. In Spanish the correspond-
ing rule also iokes o single noun as argumenl and
turps this noun into a generic NP by puuing the
noun in the plural and introducing 1he appropriate
plural definile asticle (fas, if the nous is the emi-
nine noun flord. Inothis way the translation can be
composilional: the English nonn ffower is translated
into the Spanish noun flor, and the Englisk rule
farming generic plural NPs is translaled into the
corresponding Spanish rule.

The English verb Alow must be combined with 1he
purticte g in sentences like the seddiers blew the bridge
up. A Spanish lranstation of this sentence is fox
seldados volaron ef piente, 1n his case the disconiinu-
ous unil dfew .., up must be translatled inlo the
Spanish verb form volaren. This can be dealt with by
specilying in the dictionsry of English that the verb
hlaw {when nsed in Lthe meaning inlended) requires the
parijcle up, and by assuming that the rule thal forms
senwence introdoces the appropriate pasticle il res
quired.

The English sentence e pem wifl oo it must be
trarstated inco Spanish ef homtfre fo ord. Tothis case
the combination of the asxibary wiff and the main
verb do must be iranstated inlo the single Spamish
verh form faré. This can be accounted for by assum-
ing rules in both funguages (o form Tuture fense
sentences. [n Spamish this rule tukes a sentenee and
wirng L into a fulure lense senieoce by poiting the
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finite verb in this sentence in fulure tense. In English
the corresponding rule puts the sentence in fuiere
tense by intreducing the auxiliary witf, More complex
cases of sentence pairs such as bj woonr kier af een
Jaar (lit.: he lives here already a vear) and i1s correct
translation ke has been living here for a year, ot hif
komt morgen (lit.: he comes tomorrow} and its correct
translalion he will come tomorrow can be dealt with in
a similar way. See Appelo (1986) for an extensive
treatment of translational problems w.r.t. tense and
aspecl in the Rosetta Mramework.

The English negative sentence he does not see any-
one must be translated into Dutch hij zier niemand
{lit.: he sees mo gne). In this example the discontinu-
ous nof ... anyone must be mapped somehow onlo
the Datch word riemand. This can be achieved in
the following way. The word wmvone is mapped
onto Dutch iemand, English not is mapped onto
Duteh mier. There i< a negation rule in English that
introduces the basic expression nof into a sentence,
Il required, the auxiliary verb do is introduced as
well. In this way we can derive he doer nor see
anyone [rom fie sees anyone. In Duich there is a
corresponding rule 1hat imroduces the hasic expres-
sion wier inte a sentence. However, il the word niet
immedialely precedes the word femand, a transfor-
mation is applicable that deletes both mier and
iemand and introduces the word niemand, Applica-
tion of the negation rule to the sentence Mhif ziet
iemand yields hij ziet miet iemand, which is trans-
formed into Aif ziet niemand. So, due to the power
of the rules it is possible 10 maintain compositional
translation if it is assumed that femand corresponds
to anyone, miet corresponds lo mof, and 1he Dutch
rule introducing nier corresponds 10 the English rule
imtroducing nes. OF course, additional conditions
must guarantee that awpene is only allowed in cer-
tuin (e.g. megative) conlexts and someone in other
contexis. See Van Munsier (1988) for a (reatment
ol this problem and an exiensive study of other
ransiational problems concerping megation in the
Rosetta framework,

Another cluss of translation problems is caused by
‘categorial mismatches’, i.e. ¢ascs in which 2 word of
s0me syrtactic calegory must be trensfated inlo a word
of a different category. Examples of this class are; the
Dutch woenachtig (ziin) (adjective} and its translation
reside {verby; (he) annoved at (adjecrive) and its Duich
translation zich ergerew aan (verb). For a description of
the treatment of such cases, and of the somewhat more
complicated cases such as graag—like and roevallig
—happen (where an adverb must be translated into a
verb), se¢ Appelo, Fellinger, and Landsbergen {1987}
and Oudijk (E959).

4. Complex basic exprassions

Tn this section we wilt discuss 2 number of translation
problems that cannot be dealt with by merely having
powerful syntactic rules, bet that require in addition an
extension of the notion of basic expression. In Subsec-
tion 4.), we will discuss the Lreatment of idiomatic
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expressions. In Subsection 4.2, we will show that the
techniques developed for idioms also provide a solution
to other translation problems.

4.1. ldioms

We can loosely define idioms as expressions consisting of
more than one word, for which a literal, i.e. composi-
tional, interpretation does not yield the correct meaning.
The ctassic example is (1),

(1) kick the bucket

Literally this means ro kit a specific vessel with one’s
Joor. The idiomatic reading is approximaiely /o gie. 14 is
obviows that this second interpretation cannot be de-
rived compasitienally lrom Lhe paris of the expression.

Idioms occur in all languages. In most cases, an
idiomatic expression in one language has an idiomatic
translationa) equivalent in other languages, e.g. (1)
carrespands to (2} in Dutch and (Ja) to {3b}.

{2) de pifp uit gaan
(1o go out of the pipe, it the pipe out go)
(3) (a) spill the beans
{b} zijn mond voorbij praten
{to talk past one’s moulh, lit: one’s mouih
. past talk)

As these examples show, there is no direcs refation
between surface forms of idioms in different languages,
50 composilional translation would yield wrong results,
In seme cases, the most adequate transtational equiva-
lent may even be a single word, e.g. the best translation
of the Dutch idioms (4a) and (5a) may be (4b) and (5b),
respectively,

(4) (a) de pijp aan Maarten geven
{give the pipe to Maarten, lit: the pipe (o
Maartien give)
(b} opt cut -
{5) (a) laten zitten
(hir: Set sit)
(b) ditch

Since the meaning and the lranslation of an idiom
canrot be derived compositionally from its parts, we
have to conclude that in 8 compositional framework an
idiom musl correspond to a basic expression, with o
basic meaning. The problem we are confronted with then
is how to represent such a basic expression, which
corresponds 10 mere than one word.,

4.1.1. Fixed idioms

Some idioms can be treated as strings, i.c. as contiguous
rows of words in a fixed order. These ‘fixed idioms’ are
expressions consisting of more than one werd in which
the order of the words cannot be changed by symtactic
operations and no worsds can intervene between the
words of the fixed idiom. Furthermore, expressions of
this type should be assignable to a lexical categary, like
noun or adjective. An example is {6).

(6) red herring

These idioms are treated in Reosetta as though Lhey
were simple words without any relevant internal struc-
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ture. It is possible to 2pply morphological operations to
them, ¢.g. for deriving the plural form red herrings. Note
that there are types of fixed idioms for which it would be
hard to assign an internal syntactic structure, even if one
wanted Lo, because they are syntactically obsolete or in
some other way deficiemt. (7) is an example of this in
Dutch: a noun (kent) and an adjective (kloar) arc
coordinated. An English example of syntactic deficiency
is {8), where a preposition and an adjective are coordi-
naled.

{7y kant en klaar
{ready-made)
(8) by and jarpe

4.1.2. Flexible idioms

For most idioms, e.2. those of (2), {3), and (4) it is
impossible to treat them as strings, We will give 1wo
arguments against 2 siring treatment here {for a more
eluboraie discussion ¢f. Schenk, 1986},

(iy The words of an idiom may be scaitered over the
sentence. For example, in (9a) gave and the finger hove 1o
be inlerpreted idiomatically, while the free argument
Mary is intervening (the actual parts of the idiom are
underlined). In (9b) a possessive pronoun that varies
with the subject intervenes between the other parts of the
idiom, in (9c} a temporal adverd is intervening belween
the verb and its complement.

{9) (a) Pete gave Mary the finger
(b) Pete Jost his temper
{¢) Pete gaf gisteren de pijp aan Maarten
{Pete gave yesterday the pipe Lo Maarten)

(#) Idioms oceur in a variety of forms that are ac-
counted for in (ransformationa) grammar by means of
symactic (ransformalions. Sce, for example, Fraser
(1970). For example, the idiom in {10a) has a passive
counterpart in (10b).

{10} {a) Peie broke Mary's hearl
(b} Mary’s beart was broken by Pele

Other examples of the transformationa) capacity of
idioms are given in {Iia-by. In {1ia} the verb is in
sentence-final position and in {110} the verb iz in the
posilion following the subject,

(11} (a) Pete heelt de pijp aan Maarten gegeven
{Pete has the pipe to Maarten given)

(b) Pete gaf de pijp aan Maarten
{Pete gave the pipe to Maarten)

These examples show that a string treatment of 1hese
idiorms, which we will call *Aexible idioms’, would not
account for all of the data. A representation in she form
of an explicit syntactic structure is needed, which shows
what the parts of the idiom are and where free argu-
menis can be inserted. Furtbermose, the fact thar trans-
formations apply te idioms suggests that the representa-
tion of jdioms should be in a canonical form, ie. a form
to which no syntactic transformutions have applied,

This strongly suggests that we should allow for com-
plex bagic expressions witl an explicit constituent sirae-
ture. However, a disadvantage of allowing arbitrary
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constituent struclures in the basic lexicon would be that
this would sot account for the fact that Rexible idioms
have regular constituent structures, which are simitar to
non-idiomatic constitvent siructures. bt is desirable 1hat
the well-formedness of the syntaclic structures that make
up an idiom is guaranieed by the grammar. This has led
us to the folhowing solution.

An idiom is a basic expression with an explicii constit-
uent siructure. In the lexicon it is represented as a
syntactic derivation tree that specifies how Lhe canonical
consiituent siructure of the idiom can be derived. This
derivation free contains ‘normal symactic rules angd
‘normal’ word stems. In this way the well-formedness of
the idiomatic constituens struciure Tan be guaranieed.

Obviously, Lhis way of representing idioms is only one
part of the selwtion. The other past i3 1o organize the
grammars in such o way thut they can dead with these
complex basic expressions. Therefore, we will go into the
organization of the Rosetta grammars in the next sub-
seclion.

4.1.Y. Organization of the Rosetta grammars

In this section we will give an outtine of the actunl
Rosella grammars as fac as necessary to clatily the
treatment of idioms. For a more extensive treatment of
the organization of the Rosetta grammars, see Odijk
{1989),

The Rosella grammars are designed in such a way that
arguments of 2 verb are introduced in a sentence in two
steps. First a verb is combined with a number of
syntactic variables (Lhe number of variables equal to the
nurnber of arguments required by the verb), and later on
so~called substitulion rules substitule the actual arge-
menls {NPs subordinate clauses, etc.} for these variables.
This lreatment is inspived by Montague pratnmar and
makes ¢l possible 10 deal adequately with seope phenom-
eni (see Van Munster, [988). However, it also ploys a
crucial role in the treatment of idioms. as we shall see. As
pointed oul in Section 2, the Rosetta grammars are
reversible, which implics 1hat they can be used both for
analysis and lor generation. In this section we discuss the
grammars (rom the analyiicof poinl of view and show in
particular how a basic expression corresponding 10 an
idiom can be isolated doring synlactic analysis.

We will illusirate the relevang aspects of 1he Rasetta
grammucs by showing a part of the analysis process of
the English sentence Did he kick the bucker?, which has
both a literal and an idiomatic reading.

The first rules that apply to a senience in analysis are
the so-called mood rules, ie rales that determine
whether the sentence is interrogalive or imperative or
declurative, etc., and whether the sentence is a main or
subordinate cliuse, For the sentence 10 be analysed it is
determined that # is a main clause and a yes-no-
question, and the structure is changed in such a way that
the syntactic aspects expressing this (inversed order of
the auxiliary and subject) disappear, The result of apply-
ing this rde is S(he did kick the bucker).

Mext, the substitution sules must apply. In analysis,
these rules ‘desubstituie’ clements from a sentence. They
apply iteratively, i.e. they are applicd sero or mare limes,
the maxinuem being determined by e aumber of argu-
ments in 1he senience. A condition: on 1he application of
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these suies guarantees that an argument is desubstituted
only il no occurrences of variables 1o the right of it exist.
In the sentence betng dealt with here there are two
potential arguments, i.¢. he and the bucket. Now the
foltowing ways to proceed with the analysis process are
possible:

no substitution rule is applied at all: Sthe did kick
the bucker) ’

only tite bucket is desubstituted; Sthe did kick x,)

only Ae is desubstituted: S(x, did kick the bucker)

first he is desubstituted, and after this rhe bucker is
desubstituted: S{x, did kick x;)

Other options are not available, e.g. it is not possible
10 first desubstitute the bucker and afier that e, because
in that ¢case a variable occurs 10 1he right of ke at the
maoment it is desubstituted. The NPs desubstituted from
these struciures (ke, the buckery are analysed themsetves,
and are found to be well-formed NPs of English.

The analysis process is continued for all four opticns,
Tense and Aspect rules apply to delermine the 1ense and
aspect of the sentence and they unde the syntaclic and
morphological encoding of these praperiies (the past
tense Of ihe auxiliary verb do in the example being
discussed). This yields the following four strectures:

Sthe do kick the hucket)

Sthe do kick xy)

S(x, do kick the bucket)

S(x, do kick x;) -

Mext, rutes apply that turn the structures given into a
prapositional unit with a verb as its head {called VPPs).
These rules remove the auxiliaty verb do. Voice is
determined {the sentences are in active voice). This
yields:

VPP (he kick the bucker)
VPP (he kick x3)
VPP {x, kick the bucker)
VPP {x, kick x;)

To these structures the so-called Pattern rules are
applied. Pattern rules check whether the arguments of a
verh are realized syntactically in the right way, Among
the pattern rules there is a rule which states that a
trunsilive verb (as the verh kick is) must realize its (wo
arguments as a subject and a direct object. All four
structures satisfy this requirement.

After application of the patiern rutes the so-called
Start rules are applied. These Start rules break the
structure down inte a basic expression and a2 number of
syntactic variables. For the four siructures mentioned
1he following candidate resulls can be formed:

candidate basic expression fie kick the bucket + 210

variables
candidate basic expression fe kick + x,
candidate basic cxpression kick the bucket+x,

candidate basic expression kick +x, +x;

These results will be found to be weil-formed if the
candidale basic expressions occut in the basic texicon as
uctunl basic expresstons. Remember that we presenied
the rules in a simplified notation and that the candidate
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bagic expressions have in fact the form of constituent
structures. The candidate basic expression in the fourth
example (kick) is a singie word and it can easily be
recognized as an actual basic expression by looking
whether it exists in the basic lexicon. Tt does, and this
implies that an analysis has been found for the literal
interpretation of the sentence. For the other three candi-
date basic expressions, # is checked whether there is a
fexible idiom in the basic lexicon, i.e. whether there is 2
syntactic derivation Lree that derives one of these expres-
sions. The resutt of this process is thal the candidate
bastc expression in the (hérd example is recognized as a
basic expression {lhe idiom kick the bucket), but the first
and second example are not and so the corresponding
analysis paths are rejected. Notice the role that variables
play in this trealment. They indicate how many free
arguments lhe basic expressions lake. In the literal
intespretation of the senience two variables occor (x
and x,) corresponding to the fact that the verb kick takes
two free arguments. In the idiomatic interpretation one
variable occurs (&), corresponding to the fact that the
idiom &ick the bucket takes one free argument,

4.2, Transtation idioms
The techniques developed o dealing with Aexible
idioms as described in Subsecttons 4.1.2 and 4.0.3 can
also be used 10 solve other translation problems, in
pasticulas if' a word in one language does not correspond
to 2 single word in the other Tanguage, but o a Jarger
expression. This larger sxpression may have a composi-
tional semantics, 50 it need nol be an idiomatic expres-
sion from a monolingual point of view, but in spite of the
compositional semantics a compositional translatien is
not possible. Because of the fechnical similarity with
idioms, we will refer to these expressions as ‘translation
idioms’, .
Examples are the Duich and English expressions in
{[2a-b) and (f3a-b) which have (o be translosed in
simple verbs in Ialian (12¢) and Spanish (13¢).

(12} (a) zachtjes neesleggen
(b} lay down with care
{cy adagiare

(13} {a) vroeg epsiaan
(b} get up early
{¢) madrugar

In {14}, an example is given of a reflexive Spanish
verh, corresponding to an idiomatic expression in Eng-
lish and a nom-idiomatic expression in Dutch, thal
should be treated as a ranslation idiom.

{14} fa} verlizfd worden
{in love become)

{b) fall in love

(] enamorarse

These transfations can be rendered by exactly the same
techniques as introduced in Subsection 4.1.2 for motol-
ingual idioms. The transtation idioms are represented in
the basic lexicon as syntagtic derivation trees,

Translation idioms are not only useful for defining
the Leanslation relations between o word wnd a eomplex
expression, bul also between |wo complex exprassions,
Some examples of this are given in (15-16}. In {15a-h)
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and (16a} 2 combination of a verb, an object, and a
prepositional object has to be translated in a com-
bination of a verb, an object, and a subordinale
clause in which the verb takes an obiect {in (15¢) arnd
(LB6B-c)).

{15} {a} temmand om brood sturen { Durek)
(b} send somebody for bread (English)
(¢) mandar a alguien a buscar pan (Spanish)
{ask to someone to gel bread)
(16} {a} jemand van het paard helpen {Durch)
(semeone Mrom Lhe horse helpy
{b) help somebody get off the horse ( English)
{c} ayudar a alguien a descender el caballo
{Spanishy
thelp to samebody o dismount the horse)

The examples mentioned above all invalve expressions
headed by a verb, The idiom techniques can be used for
other constructions as well. We will give some examples
wilhout discussing (hem in any detail.

In {17 und {18) a combinatien ol a noun phrase and a
prepositiontl phrase in Dutch and English has 1o be
transtaied inio 2 combination of a noun phrase and 2
relatlive clause in Spanish.

(I7) {a) de trein naar Gent
{b) the Lrain to Gent
{c) el tren que va a Gent
{the train that goes to Gent)
{18) {a) de irein van Gent
(b} the train from Gent
(¢} e tren que viene de Gent
{the train that comes from Gent}

In (19) the Dutch expression has to be iranslated ino
English and Spanish expressions containing an anaphor
that has to he bhound by an antecedent outside ihe
expression,

{19) {a) voor eigen rekening
(on own account)
{b) a1l one’s own expense
{) por su cuenty

All these transfation problems can be dealt with by
allowing complex basic expressions represented by syn-
tagtic decivatian rees in e basic fextean,

5. Discussion and conclusions

In the previous sections we have shown that a number of
transtation probiems can be solved systernarically within
the Rosetta (ramework. Bul, obviously, many problems
wre stll waiting for a systematic solution, and in this final
section we would like to discuss one of them, Consider
the sentences given in {20% and (24). n these examples
the combinatien of a verb and a directional preposi-
tional phrase in English and Dutch hus to be transtued
inte the combinasion of a verb, an object NP, and a
gerund in Spanish.

(20% (a) he swam across the river
(h) Bij zwom de rivier over
©) cruzo ¢f rio naglando
(crossed Lhe rivec swimming)
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{21) {a} he ran across the square
(b) hij rende het plein over
(¢} cruzd la plaza cosriendo
{crossed the square running)

Generally speaking, a movement verb followed by a
directional prepositional phrase, headed by across in (a)
and over in (b) respectively, and with a variable NP as
object, has to be (ranslated into a verb crizar followed
by a variable object NP and a gerund containing the
movement verb. This translation problem is caused by
the absence of a preposition with the meaning ‘across’ i
Spanish.

It is possible to specify Lhis translation refation by
extending the dictionarics, using the flexible idiom
method, However, if we would do this, every movement
verb would have Lo be listed in combination with across
in the dictionary separately, i.e. swim gerass translates
into cruzar nadondo, run across translales into cruzar
corrienddn, cic. This is a possible solution,? bul unsatis-
factory in our opinion, since this method does not
caplure the sysiemalic character of these translation
relutions. An aliernative, which does capture this gener-
alization, would be 10 assume the existence of an ab-
struct preposition in Spanish with the same meaning as
the prepositions across and over and u rule that abliga-
torily turns structures conlaiming this preposition into
structures consisting of the verd crwzar and a gerund
containing the movement verh, A disadvantage of this
method, however, is that the grammar is now extended
with a tule specifically written 10 deal with the problem
of adequalely translating the prepasitions acrossfover,
and it is clearly undesirable to write a rule solely for the
treatment of a single word, because in that case each
addition of a lexical item and its translations might
require a change in the grammars, Nevertheless, the
second approach probably s to be preferred, since the
movemenl verbs form an open cluss, so that addition of
a new mavement verb would reguire addition of this
movement verb plus across us well under the first
altermative skeiched. Under the second approach ad-
dition of the new movement verb itself sullices.

Summarizing, we have shown thay many ranslation
problems can he dealt with in this system of compaosi-
tionad transtation. This is made possible on the one
tand by the fagt that rules can perform powerful
operations, and on the other by the fact that basic
expressions can have a complex siructure. We also
showed that certain translation relations cannol be
deall with eleganily by these methods. Tn cases like
these we can either accept unelegani solations (as
sketched in Lhis section} ar try 10 adjust Lhe composi-
tional framework in such a way thal it can deal with
these problems adequalely,
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Notes

L. MNote that we use the Lerm “compositional iranslation’ ina
siritt sense by requiring a direcl relalion between the

g of the languages. A looser type of composition-
ality has been studied in the Enrolra project, CE. Arnold ef
af. (1886).

2. In lsabelle er af. (1988) a similar solution is described in
the coniext of a transfer system for Englisk and French.
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