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Abstract

This paper daescribes a corpus-based modallly generation
of a Korean synthesizer. Modalities may ba expressad by
madality morphames such as auxiliary verbs and verb end-
ings. To form a complete pred they are tad
togsther with & main-verb stem, being arranged In the
Korean-specitic modality order, which is neither a lingar
order nor a partial order mathemalically. To lexicalize a
maodality, the synthasizer must choosa the best one among
govaral different morpherme cendidates whose meanings
ara very similar to one snother, since each of them shows a
subile ditfarence from the others as far as stylistic natural-
ness is concernad. To cope with these difficuities, a corpus-
pased modatity generation is suggested, where & large cor-
pus is anglysed 1o ecquire rellable linguistic knowledgs on
maodalities. Through the corpus analysis, we dafive a lingar
modality order covering as much actual ordering informa-
tion as possibla, snd also gaiect a represantative morpheme
for sach modality, Finally, by performance evaluation, we
ahow 1hat the corpus-based eppraach may be a great hatp to
tha improvement of the conventional yule-basad Korean
synthesizar,

1. introduction

A Korean symthesizer has been developed in a joint
rescarch project between KAIST and NEC, based on
the Japanese symhesizer of PIVOT Ef) which is an
English-to-Japanese machine transtation ({MT) system
of NEC (Murakai, 1986; Ichiyama, 1989), The PIVOT
E{) has been built under the interfingua strategy, 5o the
Korean synthesizer could be easily integrated into the
BPIVOT EL/K, covering English, Japanese, and Korean
{Lee er af., 1991).

A modality may be interpreted as a psychological
attitude on the part of the speaker toward an event, an
action, or a state, In this paper, its scope is ¢xtended so
that it can cover any extra meanings aitached 10 a main
verb such as modal, passive, causative, tense, aspect,
negation, honorific, politeness, and mood. In most
seatences, since one or more modalities are morpho-
symactically reftecied in o predicate, their correct
analysis and generation may have a great influence on
the high quality of translation. In the PIVOT E/NK,
the modality information anatysed {rom a source sent.
ence is represented by modality features called ‘auxitiary
concept CPs (Conceptual Primitives)’ in an intertingua
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{Murakai er af., 1989}, One of the major issues of
Ianguage synthesis is how to nnturally lexicalize the
modality features into surface morphemes, words, or
clauses in a 1arget senrence,

Itis well-known that Koreanis very similar to Japanese
from typological and grammatical viewpoints, There-
fore, the Korean synthesizer can us¢ almost the same
knowledge bases and sentence-generation method-
ologies as the Japanese synthesizer in the PIVOT E/VK.
I spite of the similarities, however, Korean has its own
characteristics of modalities which have 10 be reflected
in the Korean synthesizer. Modalities are too diverse
and even too complex to be handled in the Korean
synthesizer which is a conventional rule-based sysiem.

In this paper, major characteristics of Korean mod-
alities are described together with some problemanic
points of modality generation in Section 2. After an-
alysing a large corpus of Korean sentences to acquire
linguistic knowledge of Korean modalities in Section 3,
we suggest a corpus-based modality generation in the
Korean synthesis system in Section 4. In Section 5,
we summarize experimental results of its performance
evaluation which was carried out using a small set of
test sentences (or their conceptual structures) embody-
ing various modal constructions, and then we draw a
conclusion. To represent Korean alphabets, the Yale
Romanization is used in this paper,

2, Characteristics of Korean Modallttes

From the viewpoint of morphologicat typology, Korean
is an agglutinative language in that the boundaries be-
tween motphemes in a word may be clearscut. From
the viewpoint of word-order typology, it is a Rexible
word-order SOV language, which has the following
upiversal tendencies: plenty of inflectional suffixes,
auxiliary verbs after main verb, postpositions instead of
prepositions, and so on. In general, these typological
and grammatical characteristics may be shared by other
lunguages of Lhe same class as Korean. However, Korean
has its own characteristics, especially on modalities, even
compared with Japanese which is known to be the most .
grammatically similar Janguage 1o Korean. This is the
reason why the Korean Synthesizer can not adopt the
same method of modality generation as in the Japanese
version, In this Section, after describing major charac-
teristics of Korean modalities along with a contrastive
analysis of Korean and Japanese, we raise some prob-
lematic points of Korean medality generation.
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Table 1 A structere of a Koreen predicate

Predicate  Stem (Extended) Auxiliary Verbe Verb-endings

Modality PASSIYE ASPECT MODAL MNEGATION HONORIFIC TENSE POLITENESS MOOD

Appearance optional optional optional optional  optional bligatory optional obligatory

Example cop i e isr ko siph ci anh u-ai el aup -t
catch passive perfect  hope negative honerific past politeness declarative

cap-Mi-g iss-ko siph-ci anh-u-si-esx-sup-ni-ta

Characteristic I: A predicate can be formed by con-
catenating a main-verb stetn and a scries of ‘modality
morphemes’.

Agglutinative languages, like Korean and Japanese, are
defined as languages whose (inflectional) morphology is
wholly concatenative, and where fairly Jong words can
be formed by a series of morphemes concatenated fo-
gether. S0 a predicate can be formed by the concatenat-
ing together a main-verb stem and several ‘meodality
morphemes’. In this paper, the term ‘modality mror-
pheme’ stands for any morpheme which adds an extra
meaning to its main verb; for example, an (extended)
auxiliary verb, a pre-final verb ending, and a final verb
ending. Table 1 shows that a word formation of com-
plex predicate is purely concatenative; in addition, all
modality morphemes including auxiliary verbs follow
their main-verb stem.

Characteristic 2: Most modalities can be expressed by
(extended) avxiliary verbs, pre-final verb endings, and
final verb endings.

In Korean, some modsalities such as passive, cansative,
aspect, modal, and negation are syntactically expressed
by (extended} auxiliary verbs. And the other modalities
are morphologically expressed by verb endings: mood
by a final verb ending, and the others such as konorific,
tense, and politeness by pre-final verb endings, On the
other hand, in Japanese, verb endings have no special
modal meanings, so some modal paricles are used in-
Stead.

Characteristic 3: For a predicate formation, modalities
should be arranged in the Korean-specific modality
order.

When a main-verb stem and its modality morphemes
are combined to form a complete predicase, the mod-
alities should be arranged in the Korean-specific modal-
ity order. If the modality order is victated, the resulting
predicate will be unge ical and unintelligible.
Judging from the examples of usage, the modality order
is neither a total (i.e. linear) order nor a partial order.
And there has been no available data on the modality
order which is reliable enough to be used in a conven-
tional rule-based Korean synthesizer because there has
been no comprehensive survey of Korean modalities so
far. To cope with this difficulty, we attempt to derive a
linear modality order through the analysis of a large
corpus.

2

Characieristic 4: A modality may be lexicalized inlo
severad different modality mospbemes, whose mean-
ings are very similar to one another,

Biespite similarities, each modality morpheme differs -
slightly from the others, accerding to stylistic natural-
ness in a complete predicate. Therefore, the Korean
synthesizer has to make a proper choice among several
candidates with similar meanings. To solve this prob-
lem, we can use the representative modality mor-
phemes which we selected in advance through the
analysis of a large corpus.

Characieristic 5. An auxiliary verb requires that its
preceding verb should take a specific 1ype of conjunct-
ive verb ending.

When an auxiliary verb is attached to a main verb (or
another auxiliary verb), it requires that its preceding
verb should take a specific type of comjunctive verb
ending. Furthermore, the conjunctive verb ending be.
tween two verbs can be absoluiely determined by the
following auxiliary verb, not by the preceding one. A
verl ending ¢an be ctearly separated from ils verb stem
in Korean, but not in Japanese. This 15 because the
Japanese symbols *Kana' are syllabic so that symbols
can not be separated into consonants and voweis, Due
to the clear-cut separation between verb stems and
endings, a Korean auxiliary verb can be defined
together with its conjunciive verb ending. That is, an
(extended) auxiliary verb can be of the form
[conjunctive-ending + * * + auxiliary-verb-stem), where
aspace ' "is needed for a word boundary in Korean. By
virtue of the new definition of an auxiliary verb, a major
operation of predicate formation becomes simple con-
catenation. Table 1 shows tha, in a predicate formation,
several auxiliary verbs can be easily combined by simple
concatenadions, notwithstanding the type of their pre.
ceding verb endings.

In summary, Korean has its own characteristics of
maodalities, even compared with Japanese, which have
ta be fully seflecied in a Korean synthesizer. Modalities
may be expressed by modality morphemes such as
auxiliary verbs and verb endings. To form a complete
predicate, the modality morphemes are concatenated
together with a main-verb stem, arranged in the
Karean-specific madality order. To lexicalize a modal-
ily, there may be several different modality morphemes
whose meanings are very similar to one another. There-
fore, the Korean synthesizer has Lo select the best one
amang them. To cope with these difficulties, a corpus-
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based modality generation is suggested, where a large
corpus is analysed for deriving reliable linguistic know-
ledge on modalities.

3. Analysis of Corpus

In general, the corpus-based approaches in mackine
translation research may be classified into two groups
{Hutchins, 1993):

(i} the direct use of information derived from cor-
porta for the analysis, transfer, and generation of
machine translatéon,

{ii) 1he indireet wse of corpora as soucces of infarma-
tion for deriving or compiling linguisiic know-
tedpe.

Our corpus-based approach of modalily generation
can be regarded as the second group. That is, since the
Korean synthesizer have been basically developed as a
conventionai rule-based system, an analysis of a large
corpus is needed for the Korean synthesizer to provide
reliable data on modalities. The corpus analysis has two
major fasks: one is to select a representative morpheme
for each modality, and the other is to abtain a linear
ordering among the modalities.

To acquire more reliable linguistic knowledge on
maodalities, the corpus should reflect both the standard
Korean usage and the diversity of senience styles. We
choose the following three kinds of textbaoks: atl the
elementory school textbooks {73 volumes), the high-
school textbooks on the Korean language (2 volumes),
and the high-school textbooks on literature (2 volumes).

As mentioned previously, most modalities can be
represented by moxtal verb endings and avxiliary verbs.
There are only a few modal verb endings, and the
modality order among them is also well-described in
school prammar. On the other hand, there are plemy of
auxiliary verbs, whose representatives and modality
order have not been fully surveyed yet. Thus, we focus
on auxiliaries in the corpus analysis.

3.1 Represemiative auxiliary verbs for modalities
In the corpus, there are 23,981 sentences that contain

Table 2 Sratistics of auxiliary verbs in the corpus

at least one auxiliary verb. Among them, about 11%
sentences have two auxiliaries or more. The total fre-
quency of auxitiary verbs in the corpus in 26,775 as
shown in Table 2, and the distinct auxiliaries total 143,
Since some of auxiliaries differ only in phonologically-
conditioned allomorphs, if we regard them as the same,
there are 71 kinds of auxiliary verbs in the carpus.
Although there may be several auxiliary verbs whaose
modal meanings are very similar to each other, in most
cases, each of them shows some difference from the
others, especially according to stylistic naturalness in a
complete predicate. This means that & completely-
formed predicate may become even unintelligible de-
pending on which auxitiary verb is selected for it. To
generate stylistically-nataral mocdalities, a representa-
tive from each group of similar auxiliary verbs should
be determined in advance. The following steps illus-
trate representative auxiliary verbs were selected:

{a) Grouping. First, the 71 kinds of auxiliary verbs
were classified into 34 groups according to their
maodal meanings and grammatical functions. The
grain size of ihe classification was fine enough 1o
map each modality feature into one of the groups
without any ambiguities,

{b) Selecrion. After grouping, some groups may con-
tain two or more auxiliary verbs whose meanings
are too similar to distinguish from each other, A
representative of each group should he able 10
semantically cover the other auxiliary verbs.
In addition, it should stylistically reflect more
naturalness than the others, The auxiliary verb,
which appears more frequently than the others in
the corpus, may be considered to satisfy the above
conditions. Therefore, the most-freguently-used
auxiliary verb was selected as the representative
one.

Table 3 shows the 34 modality groups and their rep-
resentative auxiliary verbs, which are arranged in the
order of frequency. [t should be noticed that, in most
cases, there are remarkable differences in frequency
between representatives and the others. As an excep-
tion, the representative ‘e peli’ in the ‘Completion’

Number of sentences Tote! frequency
Number of auxiliary verbs in a sentence of auxiliary
Texibooks Total 1 2 3 4 verbs
freq. % freq. % freq % freq. %
Type | 20,345 18664 91.2 1,650 82 116 0.6 4 0.0
Type Il 1,087 836 769 222 204 26 24 3 03
Type T 2,91% 2009 788 482 IR9 54 21 4 0.2
BITEN 2308) 21409 BT 2303 99 196 0.8 13 03

Type ¥ the clementary school textboonks
Type 1I: ihe high-schoo! textbaoks on the Korean Jenguage
Type LU the high-schoot bowks an ki
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Tabla 3 Korean maodality groups and their reg ive auxiliary verbs (in frequency order)
Group Freq,  Representutive muxilinry verb The pther suxiliney verbe Enghish squivaients
Atrempt £497 & po{B,492) try
Progressive 2,725 o inaf{2,195) < o{313),¢ ku(t74) ¢ naka(4d) be ~iag
Fassive LOM 5oyl T5T) oci(467), 1 20815054, ~oed

hi{68),ki{1€),put{11),snaghai6)
Possitiliy 1,615 | wwy toa(1,615) cun, be mbls te
Negation 1,592 ol anh(},156)ci moaha(323), not

¢l mal{113)
Change 1343 ey toy(L,343) came Lo, becama, get
Conclusion 1,937 o kewi(1,221) n pu s 100 seymil4)
Service LIPP e cwu(l,199) do something for
Maed L2t ayw ha{l,107) aya 1oy(18) must,, have ta
Perfacl P11 e lea(B1)) have ~ed
Approval 740 kito ha{T40) renlly
Expectation TIZ 1 kaai{t18) | thei(96} will, may, might
Crunative 603 hay ha(378).0ikni{130) (P8, make, have, get

Ki(3),li(23),wu(17),hi{16)
Impossibiticy 631 | wwu epa{531) cannot
Complation 483 o peli{150) « ouy{180) ke mal{153) finish
Causs 421 Xi teayrmwuni(422) because
Guess 284 © s heth{205) # tun ha{68) nky pa(3), seem on il

1 moyangi{&)

Keep M1 & noh(148) € twu[53) keep
Hope M1 ke siph{275) %i pate{) 13, myen ha{5} winh, want, hope
Intend 199 tyeko ha{155) kocm hu(44) Intend, plen
Caoncentration 85 | ppwuni(8g) I cralumi 5} only
Permission 43 myen toy{4l} et toy(B),eto coh{3} had better
Inevitablenasm 44 L swupukkey epa{44) cannot halp ~ing
DHeapproval 3% myen an toy(31)} wenun wn toy(8) Must pot
Hubit 10 kon hed26) used to
‘Tandercy 1& n pyeni{18) tend to, be apt Lo
Puat possibilicy 14 1ppenhn{14) £oMne near
Brginning 11 e wi(il) begin, stert
Warthy 11 | menhe(d) m cikhe{3} be worthy of
FPrecenss 8 nchakhafa} n cheyhai4) ' pretead
Limit 6 1 cikyangi(8) 7
Situation 5 A theils)
Accent 4 etay(4) heavily, hard
Cartainty 3 Xi malyeni(3) certain

group was preferred to the others because it has wider
semarntic coverage inspite of its relatively-low frequency.
It is also noticeable that some modality groups such as
*Passive’, ‘Causative’, and 'Negarion® do not have their
representatives, This is because all the auxiliary verbs
of the groups have their own distributive characteristics
of usages. That is, the selection of auxiliary verbs for
such groups depends an the class of the verb siem or
even meaning of the main verb, Therefore, all main
verbs should have dictionary information about types
of auxiliary verbs for modality groups in advance.

3.2 Linear modality order

As shown in Table 2, a sentence may rarely contain
three or more puxiliary verbs (less than 1% in frequency).
so that such unusual cases may not be useful when
deciding 2 modality order of auxiliary verbs. Instead,
the cases with two auxiliary verbs, which are 9.9% in

4

frequency, are far more useful. Since alt the auxiliary
verbs are classified into 34 modality proups, the ordered
pairs among the modality groups total 1156 {34 = 34},
among which only 195 ordered pairs appear in the corpus
as shown in Table 4.

To desive a corpus-based linear modality order, we
define an ordering relation * «* over the set of alt mod-
ality groups as follows:

Definition: a = { if, in the corpus, there exists a
sentence in which the modality group o
precedes the other B.

Since the ordering relation ‘' is given over some
pairs of modatities but pot among alk of them, iFis nol a
lincar ordering. b docs not obey (he fransitive, irrefiey-
fve, and asynumetric properties either, so that it can not
be even a partial ordering mathematically, Figure 1
shows a typical part of the directed graph representing

Literary and Linguistic Computing, Vel. 10, No. 1, 1995



Table 4 Frequencies of ordered pairs over madnlity groups in the corpus

The former The lalier

ABCDEF G H1) ELMBO OFP QRS T UV WX Y Zabcd ¢ { gh
A. Pamive T2 13 135 175 11 i 01T 1 53 T4l & 13 M 21
B. Causative 11 4 41 s T 7 w1 3 413 16 34 0171
C. Beginping 1
D. Keep 1 1 s 1 4« 2 2 109 1 2
E. Completion T 1n 1 11 1 b L] T3 14 11
F. Progressive 2 T 14 41 1 54035 65
G, Pedear 5 31 1 4 4 4 i1 31!
H. Scryice 5) 115 3 14 111 § 1 wn 1 % W3
1. Accent
1. Autempt 1 13 3 = 1 19 1 1 3T 3 2
XK. Hope 1 I 111 1 1 1
L. Tnteml 2 11 T 11
M. Pretense 1 H
L. Pomibility 13 5 6 T 13 35 22 M)
0. Worthy 13
P. Guem & 1 1
Q. HNegation 21 I n 1 13 3 4 3218 212 I 1 Z16 14 37 %
R. lmevitableness 1
5. Tmpossibility 2 15 1 13 11 1%
T. Change 1 1 13 H 2 2 % 12
. Perralesion H 1
. Disapproval i
W, Approvat 1 1
X. Need 5 9 3511
Y. Paal poesibility .
Z. Limit
u. Flabit
b Situalion
<. Tendency
d. Conclusivn L} 4 11
£ Cause 1 3
f. Expectalion 1
g Concenlration
h. Certainty

®
I\
®Q@:%®®®®

St

orclar

Fig. 1 A part of the dicacted graph repr
{sg« Tabla 4 for node symbals)

the ordeting relation © <. However, we hope to ebtain
2 linear medality order that may cover as much aciual
ordering information of the corpus ns possible. For this,
first we atiempt 10 convert the ordering relation * <"
in10 a partiai ordering by removing some ordered pairs,
which witt kave a negligitle cifect on the modality
orider, from Table 4. Second, through the wefl-known
topological sorting, we can eosily obtain a linear modal-
ity order from the parliat one,

The corpus-based ordering relation <’ can be
approximately teansformed into a partinl ordering by
the following steps:

Literary and Linguistic Computing, Vol 10, No. 1, 1995

(a) Transitivity. Since most linguists often assume
that the medality order is rransinve, we also fol
low the same assumption.

(b} Irreflexivity. From the viewpoint of modality

generation, we do not have {o consider the case

in which the same modality feature appears more
than once in an interlingua. So, we can remove
the three ordered pairs like {Passive, Passive),

(Completion, Completion), and (FProgressive,

Progressive} for irrefiexivity.

Asymemetry. This properiy, together with Tran-

sitivity, requires that there should be no cycles in

the direcied graph illustrating Table 4. So, from

each cycle, we basically remove a single are (that

is, an ordered pair) whose frequency is low

enough to ignore 50 as 1o make the graph acyclic.

However, the arc removal in some cycles may be -

carried om from the viewpoint of machine trans- |

lation. Although a negative rhetorical question is
syntactically 2 negative senience, itis semantically

a strong positive assertion. This means that a

negative rhetorical question may be rep d

in an interlingua without Megarion feature. Asa

result, we covld remove Five arcs ending in Nega
tion which only appear in rhetorical questions. «'.*/

—

{c




Table 8 Partial ordering refation * < * over Korean modality groups

The feamer

‘The latier

ABCDE

=
ta|
-3
o
<
=|

- Passive
Causative
. Beginning
Keep
Completion
Progressive
. Perfect
Service
Accem
Attempt
Hepe
Intend
Pretense
Powsi bility
. Worthy
Guoens
Negation

Impossibility
Change
Permission
Disapproval
Appraval
Need

Paat possibility
Limit

Habit
Situation

. Tendency

. Conclusioa

. Cause

. Expectation

. Concentration
h. Certainty

M T NS KA NPO RO EEr AL E O MmOy

. Tnevitableneas

o=

-

-
-

-
ir
an

A AL A LT

s

LA

G HIJ
-

-~ =

o P
-

AL
A A=
o A&
oy -
A A
A
A
A A=
A A fe
A oal®
A AT
)'.h
*5"

A

oA A AL
A

A A A oA A
A

A A WA A
A&

LN
A
A 4
A
A AL A
L ALE A A AL A A A
A
A LN
IS A
A, A
LN A E
LA A LA A AL
i A A
A

A K

Types of removal: irirreRexiviry), as(symmeiry).

Table 6 Summary of the removed arcs (i.e. aordered pairs)

Type of removal Number Arcs

Trreftexivity 3 (passive, pamsive) (completion,completion} (progreasive, progressive}

Asymmetry Rhbetorical Question 5 (possibility,negation) {impoesibility,negation) {change,negation)
(permission negation) (need,negstion)

Low Frequency 21 (keep,causative) (progremive,completion) {progresaive negation)

{pecfect,change) (hope,atiempt) (poseibility,causative)
(negation,caunative) (negation,completion) (negation,scrvice)
{negation, hope) (negation,intend) (negation,guesa)
{change,possibility} {conclusion,approval) (expectation,cause}
{negation,progressive) (impoeaibility,gucsa) {change,completion)
{change, progressive) (change,perfect) (cause,approval}

Totsl 29
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Table 7 A linear order over Karean modality groups

Order Group Auxiliary concept CP
1 Situation
2 Pretense
3 Accent
4 Beginning XBEGIN
5 Passive XPASS
3 Certainty
7 Past poasibility XNEAR
8 Perfect PREF
] Causative XCAUS
in Service
11 Keep
12 Completion XFINiSH
13 Attempt XTRY
14 Inevitableness  XNECE
15 Worthy XESTIM
16 Intend XPLAN
17 Hope XWISH
18 Progressive PFROG
19 Possibility XPOS3
20 Guess XSEEM
21 Negation NEG
2 Tendency XTEND
3 Iabit, XRULE
24 Disapproval NEGAXMUST
25 Permission XRECO
26 Impoasibility NEGAXFPOSS
27 Limit
28 Change XCHAN
29 Approval
an Need XNEED
31 Conclusion XCONCLU
32 Concentration  XONLY
33 {Cause XREA
H Expectation XINFE

Adfter the arc removal steps, 8 partial ordering among
modality groups can be oblained as shown in Table 3,
where the removed arcs are marked as ‘ir {icreflex-
ivily)' or “as (asymmetry)’. Table 6 sums up all of the
removed arcs. Finally, the partial ordering can also
be embedded in a linear order through the so-called
topological sorting. Table 7 shows the linear order over
Korean modality groups, together with the correspond-
ing ‘auxiliary concept CPs' of the PIVOT interlingua.

4. Corpus-based Modality Generation

In PIVOT E//K, the Korean synthesizer generates n
surface sentence from a language-independent concep-
tual stracture, which may be the analysis result of either
an English or a Japanese sentence. The sentence gener-
ation is carried out by the following three phases {Kim
ef al., 1988. Lee er al.. 1991). First, the phase one
{sentence-structure planner) transforms the language-

Literary and Linguistic Computing, Vol. 10, No. 1, 1995

independent conceptual structure into a Korean-
dependent semantic structure so that the target sentence
to be generated will be pragmatically and stylistically
much more natural. Then, for each node of the seman-
tic sttucture, the phase two (syntactic generator) deter-
mines its syntactic and word-order information. A
grammatical strocture is produced as an output. Finally,
using the word-order information, the phase three
(morphological generator) arranges all nodes of the
grammatical structure in a linear order. The nodes are,
then, lexicatized into surface morphemes or words,

In this section, under a rule-based system architec.
ture of the Korean synthesizer, we prropose a corpuss
based modality generation for Korean predicates.
Figere 2 shows the overall processing fow of the
Korean synthesizer, focusing on the modality genera-
tion. The synthesizer makes vse of two Knowledge
bases obtained through the corpus analysis to access the
data on modalities: one is the modality ordering table
which represents a linear order over modality features
(i.e., auxtliary concept CPs of PIVOT inferlingua), and
the other is the maodality lexicalizing table through
which each modatity feature can be lexicslized into a
representative auxiliary verb. The conmectivity check-
ing table, which represents the morphological depend-
ency between neighbonring morphemes, is used to
select a comrect modality morpheme among several
phenotogically=conditioned allomorphs.

In the foMowing, we concentrate our description on
the stages needed for the modality generation. Among
them, the first and the second stages are performed in
the sentence-structure planning and the syntactic
generation phases, respectively. The others are carried
out in the morphological generation phase.

{a) Activo-passivization. If a verb does not have a
morpho-syntactic passive form, but instead there
is a verb that represents the same activity in an
oppuosite direction, then the sentence-structure
pl changes the related CP and deep cases of
the verb for activo-passivizarion {Lee and Kim,
1988). Then, the passive voice should be altered
into the active, because the target sentence will
be morpho-syntactically active, although it is
semantically passive.

(b) Agreement checking. In Korean, there are
various kinds of egreements which ars closely
related to modalities; for example, politeness,
honorific, 1ense, and mood agreements. In the
syntactic generation phase, the related modality
features may be modified or added according as
the agreements are checked.

() Modality ordering. When two of more maodality
features are contained in a predicate, the mor-
phological generator can arrange them in the
linear order specified by the modality ordering
ble.

{d) Decision of passivelcausative forms, SomeKorean
verbs are formed with a verb stem and a morpho-
logically conditioned passive/causative mor- . -
pheme, which has several altomorphs, one of
which should be chosen correctly according to
the class and even the meaning of its verb stem.
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Concepual Struciure

A predicative CP with modalily lealures)

Phasat: 5

Slnuelure Planning

[ tal Aciivo-passivization

|'Kowanf‘" ¥ _!

Semantic Sinuciurg

Phase?. Syntacic Genaration

| b1 Agreament checking

Grammalical Siurclure

Phase3: Morphological Generation
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That is, since the passive and cavsative modality
groups have no representative auxiliary verbs,
the morphotogical generatar must select a propet
form by uwsing the lexical information of ench
verb.

Lexicalization of modality features. Each modal-
ity featore in a predicate can be lexicalized into a
(representative) modality morpheme by means
of the modality lexicalizing table.

Allomorph selection. Since a modality morpheme
may have several phanologically-conditioned
altomorphs, the morphotogical generator has to
select a correct one depending on whether its
preceding morpheme ends is a consonant or a
vowel, and, in some cases, whether the sound
quality of the last vowel of its preceding morpheme
is clear or dark. The allomorph setection can be
carried out by checking the motphological con-
nectivity between two neighbouring morphemes,
where the connectivity checking table is used.
Irregular conjugation. In Korean, there are 12
types of irregutar conjugations for verbs {inctud-
ing auxiliary verbs). When a verb stem and a
verb ending are combined with each other in rthe
way of irregular conjugation, the last and the
first syllables of the stem and the ending, respect-
ively, may be omitted, changed, or added de-
pending on the type of irregular conjugation.
FPhonological change. The morphological gener-
ator handles phonological phenomena such as

vowel contraction and vowel omission, except
for vowel harmony. The vowel harmony can be
handled easity by the connectivity checking of
the stoge of allomorph selection.

5. Evaluation

Te evaluate the guality of the corpus-based modality
generation for Korean predicates in PIVOT E/AV/K,
some experiments were carried out using a smakl set of
fest sentences (of their corresponding conceptual struc-
tres), However, careful altention was given to the
seleclion of test sendences to rellect various modal con-
struction. The quality of generated modalities turned
out to be much better than before (see Appendix).
There were no cases where the modality order was
violated, so that the generated predicates became intel-
ligible and grammatical. This means that the corpus.
based linear order over modalities is quite satisfactory
for the Korean synthesizer. It may be safe to say that
most of representadive  auxiliaries have been well
selected for modality feamures, evaluating the extent of
their naturalness in the generimed predicates. This im-
provement is duc ro the much more rebable data on
madalities which is obtained through an analysis of a
large corpus, and also due to the systematic approach
of modality generation.

However, the representative auxiliary verbs for
‘Completion’, ‘Hope', and ‘Negation® are sometimes
unnatorai in specific constructions. This is because they
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have been selecied mainly on the basis of frequency of
use, and also becanse there must be some kind of
selection restriction for them which has not yet been
studied in full. Qur further research will be concen-
trated on elaborating selection restrictions of Korean
maodal auxitiaries based on semantics.

6. Conclusion

Korean modalities are too diverse and there had not
been any available dota on modalities which are reliable
enaugh to use in a conventional rule-hased Korean
synlliesis system. A large corpus was analysed 10
acquire much more reliable knowledge on modalities,
Firstly, for each group of auxiliary verbs whose modal
meanings are very similar to one another, the repre-
sentalive for each group was selected mainly on the
basis of frequency in the corpus. Secondly, the corpus-
based osdering relation among a set of modality groups
was transformed into a partial ordering by removing
som¢ ordered pairs, and then further into a linear
ordering through the topological sorting, On the basis
of the derived linguistic knowledge of Korean modali-
ties, we supgest a corpus-based modality generation in
the Korean synthesis system. A pesformance evalua-
tipn was carried out using a smail set of test sentences
(or their conceptual structures} embodying various
modal consiructions, On the whole, the quality of
generated modalities turned out 10 be much better than
before, and we believe that the corpus-based approach
is a great help 10 the improvement of the conventional
rule-based Korean synthesizer. Since there still remain
a few cases where the frequency-based representatives
resuli in unnatuaral expressioas, we will concentrate obr
funther research on claborating semantics-based selec-
tion of Korean modal auxiliaries.
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Appendix

Some examples of improvement

(a) Activo-passivization

Becouse same verbs da not have any morpho-syntactic passive verbs
for the passive conitruction, the auxiliary passive transformation
comes to be unacceprable in faitfal Resule. There are some pairs of
verbs which express activilies in opf i 30 the opp
contrasiive active vech can take the place of passive verb in fmproved
Renilt.

at

Input Semence  {E} | was 10l about how 10 sohve this problem

nitial Result (K] nanuni ylu) ¥ p Y

thaye cyesssupnita. {*)

Tmpeoved Resull (K) nanunt ylut sttahkey pl kaay
kwanhave udessspnita,

0.2

Input Sentence  (E) They were asked if they had gone out of the
ciy.

Initial Resule (K} kutulun kutuli tosi oypwuay kessnunks ito-
Hun ol mwiile ¢ paita. {*}

Improved Resul (K kutulun kutull tosi oypwuey kaununka Ho-
nun iful Ly if

a.f

Input Sentence (E) He was taught how to barrow & book from the
library.

Initial Result (K) kunun chaykul tosekwanpwuthe ettehkay

pillinunkalial kafuchye cresssiprin.(*)
Improved Result (K) kunun chaykul toselowanpwuthe ettahkey
pillinunkalul paywesssugpnita,

(b} Compound passive

when the noun N, of a trapsitive denominal verb "N, + Aa® has Lhe
g of ad: y or beneficiary, the verbatizer passive N, + top*

comes 1o b umotxptalﬂe in fnitiaf Resulr, The compound passive N,

+ pat (‘receive’) makes a good expression in feproved Resulr,

bt

Inpuy

Initial Result

(E) He was cwdered to fight,
(K} kunun kongkyekt kesul myenglyeng
tovesssuprita. (*}

Improved Resol (K) kunup kongkyekh kesul ghvenyg
PREASSEHPAIA,

b2

Inpat Sentence  (E) 1 was bagged to sit down,

Initiol Result (Kinanun kasuly hak pritia. (7)

Imnproved Result (K) fanun kegul pwirhakp Pl

(c) Represemative auxiliary verbs for modalities

The auniliary verk of Improved Re:mf.‘ is the representative auxiliary
verl obtainsd th h the analysis of corpus. The sentence of bn-
proved Resuli is morl: slylnsncu!ly natural angd compact than the -
sennence of Ininal Resiedr,

et

Input Sentence  (E) He has 10 go 1o hospital tomoerow.
#MODAL{XNEEL}

[nitial Result (K} hunun nayil pysngweaney kol phifyoka Emup-

it
Improved Result (K) kunun nayil pyengweney kaya hnpnna .
el -
Topat Sentence (B} ¥ inlend 1 Jearn Korean this month.

#MODAL {XPLAN)

(K) nanun Jpen tal hankwuket &hmm kmr! -
uytohako issrupetita.
Improved Resull {K) nanun Ipen tal hankwukelui l‘kaye M,pn.im.
e¥

1nirial Resuir

Input Sentence  (E) Because | like to study, BN
#MODAL{XREA] .
Initia? Result (K} nayka kongp kasa! cohakak Issu-
mindo. -
Improved Result {K) nayka kongpwuhsnun kesul mkc!wka wym- .
whniphiia.



[
Input Sentence (E) [ could not help laughing when 1 saw that
drama.
#MODAL{XNECE}
Enitial Resuli (K} nanun nayka ku tulsmalul pon ttayeynun

wurch anhul Su epssupnita,
Improved Result {K) nanun nayka ku tulsmalul pon ttayaynun
wuswl su pakkey epssupriia.

5
Input Sentence  (E) I used to see him ofien.
#MODAL {XRULE)
Initia) Result  {K) nanun kolu) cacwu pokite hako issesssupnita,
Improved Result (K) nanun kulul cacwy pokon havesssipriia.

10

o6
Input Semence  {E) I 1end to go to mountain every weekend.
#FMODAL{XTEND)
(K} nanun cwumalmata saney kef kyenghyangi
i,
Improved Result (K} nanun ewumalmata saney kaain pyenipaiia.

Initial Result

.7

input Sentence  (E} His behavior is worthy of praise,
#MODAL{XESTIM}

Inftial Result (K} kuuy bayngtongun ehingeharhiol kachissaup-

Hifa.
Improved Result (K) kuuy hayngtongun chingeharhal manhapnite.
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