Chapter 4

Machine Trandation Engines

4.1 Introduction

In Chapter?, we gave anoverview of theervironmentin whichatypical MT systemmight
operateandoutlinedthevariousprocesseandpartsinvolved. In Chapter3, we discussed
how basiclinguistic knowledgecanbe representednd usedfor automaticanalysisand
synthesislt is now time to look insidethe mostimportantnon-humarcomponentn MT
— the componenthat actually performsautomatictranslation— what we will call the
translation engine.

MT enginescanbe classifiedby their architecture— the overall processingrganisation,
or theabstractarrangementf its variousprocessingnodules.Traditionally MT hasbeen
basedon direct or transformer architectureengines,andthis is still the architecture
foundin mary of the morewell-establishedommercialMT systemsWe shalltherefore
look at this architecturan detail in Section4.2 beforemoving on to considerthe newer

indirect or linguistic knowledge architecturesvhich, having dominatedT researcHor

severalyears arestartingto becomeavailablein commerciaform (Section4.3).

4.2 Transformer Architectures

The mainideabehindtransformerenginess that input (sourcelanguagesentencesan
betransformednto output(tagetlanguageksentenceby carryingoutthe simplestpossi-
ble parse replacingsourcewordswith their targetlanguagesquialentsasspecifiedin a
bilingualdictionary,andthenroughlyre-arrangingheir orderto suittherulesof thetarget
language Theoverallarrangementf suchanEngineis shovn in Figure4.1.

The first stageof processingnvolvesthe parser,which doessomepreliminary analysis
of the sourcesentence Theresultneednot be a completerepresentationf the kind de-
scribedin Chapter3, but might just be a list of wordswith their partsof speech.This is
passedo a packageof ruleswhich transformthe sentencénto a target sentenceusing
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60 MACHINE TRANSLATION ENGINES

— wherenecessary— information provided by the parsingprocess.The transformation
rulesincludebilingual dictionaryrulesandvariousrulesto re-ordemwords. They mayalso

includerulesto changeheform of targetwords,for example,to make sureverbshave the

correctpersonnumber andtensesuffixes.

GERMAN PARSER
uses Dictionary
and small Grammar
to produce
a German Structure

Druckdichte

Einestellung

German
(Source Text)

v

GERMAN-ENGLISH
TRANSFORMER:

German to English
Transformation rules
successively transfor

‘ the German Structur
Print Density

Adjustment |nto
an English Structure

English
(Target Text)

Figure4.1 A TransformeArchitecture(Germarnto English)

To geta moredetailedideaof how it works,we shallexaminethe stepsin thetranslation
of asentenceakenfrom the printermanualtext in Chapter2:

(1) DrehenSiedenKnopfeinePositionzuriick. ‘Turnyouthebuttononepositionback.
(Turnthebuttonbackoneposition.)

Step 1. The Germanwords are looked up in a Germanelectronicdictionary, and the
appropriateategory (for example,noun,verb)is assignedin this particularcasethelook-
up is easy.almostall thewordsin the sentencarepresenin their baseform — the form
they normally have asdictionaryentries. The only exceptionsto this arethe determiners
denandeine which areinflectedforms of der andein andhave to berecognisedssuch.
After all, an electronicdictionaryis likely to be similar to an ordinary paperdictionary
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4.2 TRANSFORMERARCHITECTURES 61

in thatregularly inflectedforms of verbs,nouns,adjectvesanddeterminersarenot given
sincethey canbe deducedrom generalrules. This is why mostMT systemsamake use
of a morphologicalcomponent. This componenicontainsspecificrules that deal with

the regularities of inflection. Take for examplea verb like drehen(‘turn’), which has
the 3rd personsingularform dreht (‘turns’). This form is not shavn in monolingualor

bilingual paperdictionariedik e Diidenbecaus®therverbsof the samegeneraform have

the sameform for 3rd personsingular If the input sentenceontaineddreht, the lookup
systemwould first follow its generalpolicy of looking up directly Assumingthat fails,

it would thenreferto somebuilt-in inflectionrulesto seeif they could be usedto derive
aninfinitive or stemform. Onerule might say(in effect) “If the word hast on the end,
it might be a 3rd personsingularverh Try to confirm the hypothesidy remaoving thet,

addinginfinitive/imperatve en, thenlooking for theresultantdreherd” A detailedaccount
of the type of rulesthatwe canencounteiin a morphologicalcomponenis describedn

Chapters.

Note that the generalization®f a morphologicalcomponentanalsohelp the systemto
dealwith wordswhich arenot in its dictionaryin ary form at all. In the pastfew years,
Germanhasacquiredthe verbsfaxenandmailen which arederived from Englishto fax
andto (electionically) mail. Let us supposehey are not in the Germandictionary If

mailt or faxt areencounteredn the input, our 3rd personsingularrule could apply and,
asaresultof the verbannotationonthe RHS, it would ‘guess’thatthe input formsmight
be 3rd personsingularversionsof the hypothesisederb mailenor faxen Obviously this
hypothesiscannotbe confirmedin the availabledictionary but it is certainly useful: the
parsercannow work on the assumptiorthatthe unknavn word is probablya verb— this
is muchmorehelpfulin the parseprocesshanhaving noideaatall whatits cateyory/part
of speechmightbe.

Oneproblemwith which the systemalsohasto dealis thefactthatthetwo wordsdrehen
andzuriick togetherform the main verb of the sentencezuridkdrehen The recognition
may be doneby a rule which specifieghat prepositiongvhich standalone(i.e. withouta
complementiat the endof a sentenceanform part of the mainverh This possibility is
thenchecledin thedictionary,which shouldcontainanentryfor theverbzuriickdrehen

Step 2. Somerules of a Germangrammarare usedto try to parsethe sentence.This

parsemight resultin the assumptiorthatthe NP denKnopf (‘the button’) is the objectof

zurickdrehenand(possibly)thatthe next NP einePositionis a modifier of somesort. An

advancedparsemight work out thatit is in facta measue modifier However, it is quite
possiblethat the transformerEnginewill not needary parseat all in this case(beyond

identificationof the catayory of the wordsin the string). This is becausehe difference
betweerthe GermanmandsomepossibleEnglishtranslationss not great.

Step 3: The Enginenow appliessomeGermanto Englishtransformatiorrules. Thefirst
stephereis to find translationsof the Germanwordsin a Germanto Englishdictionary.
Takingthesimplecasesder — thenominatie form of den— goesto the, Knopf goesto
button einto a, Positionto position Therulesmight have the following form:
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62 MACHINE TRANSLATION ENGINES

knopf {cat=n } — button{cat=n }

ei n{cat=det } — a{cat=det }

andsoon. Thatis, whenknopfis anoun(cat=n ) it is translatedas button Similarly,
eintranslatesasthedeterminea — in the presentontext, einwould be besttranslatedas
oneg but let usassumehatit is routinelytranslatedasa by the Engine.

Turning to zuriickdrehen thereneedsto be a rule which says“If thereis animperative
verbX, followedby the NP Sig thetranslations thetranslationof X. In this casewe have
animperative verb (zurickdreher) followedby the NP Sie sowe will getturn bad asthe
translation. This rule is intendedto preventthe translationof the GermanNP Siewhich
functionsasthe subject. Englishimperatvesdo not have an overt subjectandtherefore
theliteral translationTurn badk youthe buttononepositionis unacceptableOur proposed
rule would give Turn bad the buttona position whichis bettet.

In practice theimperatve translationmight be handledby a pair of rules. Thefirst could
look lik e this:

X{cat=v,mood=imper ativ e} Sie
_)
X

The LHS matchescasesvherethereis any imperatve verb X followed by Sie The RHS
saysthatthetranslationof sucha structuresimply consistsf thetranslationof theimper
ative verh

As we have statedit, this first rule hasnot doneary translation. Whatit hasdoneis to

re-orderpart of the Germansentenceprior to translationinto English. The Enginecan
now simply applythelexical translatiorrulesto there-orderedsentence:

zur uckdrehen — turn _back

After applyingall theserules,the Enginenow hasan internalrepresentationf the form
Turn bad the buttona position.

Step 4: The Enginewould now apply ruleswhich turn the stemor dictionary forms of
Englishwordsto theirinflectedforms. As it happensin the presenexample,the English

! Anotherpossibilitywould beto have anotherule which put thetranslatedprepositioimmediatelyafter
theverbobject,giving Turn the buttonbadk a position
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4.2 TRANSFORMERARCHITECTURES 63

stemforms happeno be exactly whatis wanted.For example,the stemform turn which
thedictionarysupplieds identicalto imperative turn. Moreover, all thenounsaresingular
soit is unnecessarto addary plural affixes(e.g.sor eg.

Thisdiscussions rathersketchyandwe have ignoredmary details.For example we have
saidvery little abouthow thevarioustypesof transformatiorrule shouldbe ordered:how
shouldre-orderingrulesbe interleaved with the bilingual dictionaryrules? We have also
not saidarnything muchhereabouthow the systemcopeswith ambiguities,or how rules
arepreventedfrom applyingin thewrongcircumstancedpr example, it will notalwaysbe
thecasethata prepositiomattheendof a Germanclausebelongs’to anearlierimperatve
verh However, this shouldhave giventhe readeranimpressionof whatis involvedin a
transformerarchitecture. We cannow summarizesomeof the distinctve designfeatures
of this sortof engine:

e Inputsentenceareautomaticallyparsednly sofarasit is necessarjor thesuccess-
ful operationof the variouslexical (word-basedjpandphrasaltransformatiorrules.
Thetransformerengineis often contentto find out just a few incompletepiecesof
informationaboutthe structureof someof the phrasesn a sentenceandwherethe
main verb might be, ratherthanworrying aboutgettinga full and completeparse
for thewholething. In otherwords,parsingmay stopbeforean S rule of the kind
describedn Chapter3 hasbeenapplied.

In practice transformesystemaendnotto have particularlylargegrammardgor the
languagethey translatefrom. Thusin the Germanto Englishtransformersystem
discussedbove, we assumedhatthe grammarcoveredonly somefeaturesof Ger

man. As a consequencé would not be ableto decidefor mary (or perhapsary)

input sentencewhetherit is grammaticallyacceptable.

The useof limited grammarsandincompleteparsingmeansthat transformersys-
temsdo not generallyconstructelaboraterepresentationsf input sentences— in

mary casesnoteventhesimplestsurfaceconstituenstructuretree. As we will see,
othertypesof MT systemconstructmuchmoreabstractinddeeprepresentations.

Most of the engines translationacompetencdies in the ruleswhich transformbits
of input sentencento bits of output sentencejncluding the bilingual dictionary
rules. In a sensea transformersystemhassomeknowledge of the comparative
grammar of thetwo languages— of whatmakestheonestructurallydifferentfrom
theother

Inflectionrulesaside transformergenerallyhave no independenltinguistic knowl-
edgeof the tamget languagebecausahey have no independenggrammarfor that
languageln the German-Englisisystemtherewould befew, if any, independently
statedrulesaboutEnglish— althoughyou could perhapsnfer someaspect®f En-
glishgrammairfrom theruleswhich transformbits of Germaninto bits of ‘English’.

Giventhesegeneralfeatureswe candescribethe translationabehaiour thatcanbe ex-
pectedfrom a systemwith atransformeengine.
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64 MACHINE TRANSLATION ENGINES

Characteristi¢o the performancenf sucha systemis the factthatthe enginewill not be
particularlytroubledwhenfacedwith unusualmamginally acceptabler frankly unaccept-
ablesourcelanguagesentencest will rarelyhave sufiicient sourcdanguagegrammatical
knowledgeto recognisesomethingas ungrammatical. If the grammaticalstructuresin
the input sentenceare not recognisedy sometransformingrule, that structurewill pass
throughto the outputsentencavithout ary re-arrangementWe have seenthis in the ex-
ampleabove,whereall theword orderandstructureof DrehenSiedenKnopfeinePosition
zuriick apartfrom therelationshipbetweerdrehenandzurick waspassedhroughinto the
Englishoutput. Somethingsimilar is true for the wordsin theinput sentenceif they are
not found in the systems dictionarythenthey are passedhroughinto the English out-
put andremainuntranslatedAs a consequencef thesefeatureghis type of architecture
impliesthat, in the worst case the whole input sentenceould survive unchangedsthe
outputsentence.This would happenin the highly unlikely casethat noneof the input
wordsarefound in the bilingual dictionary and noneof the input sentencegrammatical
structureis recognised.

With regardto the tamget languageperformanceof the systemwe cansaythat sincethe
systemhasno detailedknowledgeof tamgetlanguagegrammarthereis no guaranteehat
the transformednput sentences actuallya grammaticakentencén thetamgetlanguage.
Although in most casesoutputwill resemblethe tamget language(especiallythe use of
tamget languagewords), the result can sometimesbe a completelyunintelligible ‘word
salad’.In suchcasesnecouldsaythatthe outputdoesnotbelongto ary known language
— naturalor artificial.

Thetypical designfeaturesof atransformeisystemposesomerestrictionson the develop-
mentof additionallanguagemodules.First, the enginewill runin onedirectiononly, for
example from Germarto English.If theenginedeveloperwantsit to goin theotherdirec-
tion shemoreor lesshasto completelyrewrite thetransformerules. Sincethetransformer
rulesincludebilingual dictionaryrules,this canmeanthat the Enginehasto be supplied
with two bilingual dictionaries for example,German-EnglistandEnglish-GermanThis
is ratherclumsy since,apartfrom the differencedn their directionality the dictionaries
containmuchthe sameinformation. Secondlythe enginelinks a singlepair of languages
only. If thedeveloperwantsit to translaténto anothettargetlanguagehenagainshemore
or lesshasto completelyre-write the transformerrules. Again, this amountso rewriting
mostof thesystem.Grammaticaknowledgeof Englishandof Germarwhichis built into
a German-Englistsystemcannotthen be transferredo a English-Frenclor a German-
Frenchsystem.Evenin casesvherea systemcontainsonly a ratherlimited grammatical
knowledgeof the languagest involvesreproducingthis knowledgefor the development
of otherlanguagegpairsmeansanunnecessaryme loss.

Drawing thesevariouspointstogetheywe cansummarisehe situationof the transformer
enginearchitectureasfollows:

e It is highly robust. Thatis, the Enginedoesnot breakdown or stopin an ‘error
condition’ whenit encountersnput which containsunknavn words or unknovn
grammaticatonstructionsRolustnesss clearlyimportantfor general-purposiIT.
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4.2 TRANSFORMERARCHITECTURES 65

¢ In the worst caseit canwork ratherbadly being proneto produceoutputthatis
simply unacceptabla thetamgetlanguagd‘word salad’).

e Thetranslationprocessnvolvesmary differentrulesinteractingin mary different
ways. This makes transformersystemsratherhard to understandn practice—
which meanghatthey canbehardto extendor modify.

e Thetransformerapproachs really designedwith translationin onedirection, be-
tweenonepair of language$n mind, it is notconducve to the developmentof gen-
uinely multi-lingual systemg(as opposedo merecollectionsof independenbne-
pair, one-directiorengines).

To closethis section,we give an exampleof a GermanTeletext Travel News broadcast
andatranslatiorproducedy anactualsmalltransformeilEngine(whichis availablecom-
mercially andrathercheaplyfor useon PCs).The sourcetext andtheraw (uneditedMT
outputaregivenon page70. The Engineis clearly strugglingherewith unfamiliar words
and structurespccasionallyproducingcompletelyunintelligible outputwhich would be
unsuitablesvenfor gisting. This examplerepresentshe ‘bottom end’ of transformeiper
formance but givesa goodideaof how usefuleventhis quality of translationcanbe —
readersvith no knowledgeof Germanwill certainlygetmoreinformationfrom thetrans-
lationthanthey couldfrom theoriginal. Note,however, thatthequality of the outputcould
be improved considerabhyif the systemwereadaptedo dealingwith this particulartext
typeandvocalulary As we mentionedn Chapter2, tuningthe systento a particulartext
typeis worthwhileif theinput consistsof mary texts of thattype.

Source Text

VEREINZELT BADEVERBOT

Sommerurlauber an den Kiisten Sideuropas oder
der Ost- und Nordsee missen vereinzelt mit
Beeintrachtigungen des BadespalRes rechnen.

An der Adria wird bei Eraclea Mare und Caorle wegen
bakterieller Belastungen vom Baden abgeraten.

An der Cote d'Azur ist laut ADAC vereinzelt mit Ver-
schmutzungen durch Teer und Ol zu rechnen.

Auch in Spanien werde an einigen Stellen bei
Barcelona vom Baden abgeraten.

Zufriedenstellend lautet die Wertung fir die Nordsee
in Schleswig-Holstein und den Niederlanden.
Zugleich treten aber in der Nordsee vereinzelt tennis-
ballgrof3e Phenolklumpen auf.
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66 MACHINE TRANSLATION ENGINES

Unedited Output

ISOLATED BADEVERBOT

Summer vacationers at the coasts of South Europe or
the east - and North Sea must calculate isolated with
impairments of the bath joke.

At the Adria Mare and Caorle is dissuaded at Eraclea
because of bacterial burdens from the bath.

At the Code D’Azur is to be calculated loudly ADAC
isolated with pollutions through tar and oil. Also in
Spain am dissuaded at some places at Barcelona
from the bath.

Satisfactorily the appraisal sounds for the North Sea in
Schleswig-Holstein and the Netherlands. At the same
time tennisballegrosse appear however in the North
Sea isolated Phenolklumpen.

4.3 Linguistic Knowledge Architectures

The secondmajor architecture— indirect or linguistic knowledge (LK) architecture—
hasdominatedesearchn MT designduringthe pastdecadeandis startingto appeaitin a
numberof commerciakystemsTheideabehindLK engineds straightforvardenough:

High quality MT requireslinguistic knowledge of both the sourceand the
targetlanguagesswell asthe differencedetweerthem.

We usetheterm’linguistic knowledge'to referto extensive formalgrammaravhich permit
abstract/relatiely deepanalysesn the senseof Chapter3. We shall seelateron justhow
deeptheanalysiscango.

With the Transformerarchitecture the translationprocessrelies on someknowledge of
the sourcelanguageandsomeknowledgeabouthow to transformpartly analysedsource
sentencemto stringsthatlook lik e targetlanguagesentencesWith the LK architecture,
on the otherhand,translationrelies on extensive knowledgeof both the sourceand the
tagetlanguagesnd of the relationshipsetweenanalysedsentences both languages.
In short,LK architecturaypically accordghetamgetlanguagehesamestatusasthesource
languageAs canbe seenfrom Figure4.2,the LK architectureequirestwo things:

e A substantiagrammarof boththe sourcelanguageandthetamgetlanguage.These
grammarsareusedby parsergo analysesentencef eachlanguagento represen-
tationswhich show their underlyingstructure andby generator$o produceoutput
sentencefrom suchrepresentations.
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4.3 LINGUISTIC KNOWLEDGE ARCHITECTURES 67

¢ An additionalcomparatre grammarwhich is usedto relateevery sourcesentence
representatioto somecorrespondingargetlanguageaepresentatior— arepresen-
tationwhichwill form the basisfor generatingatargetlanguagdranslation.

ThelLK enginewill have grammardor eachlanguaget dealswith: in a German-English
systemtherewould be onefor Germanandonefor English. Eachof thesegrammards
anindependengntity, i.e. therewill beasetof ruleswhichis identifiablyfor Germanand
anotherseparateetwhichis identifiably for English. In factthe physicalandconceptual
separatiorbetweerthetwo grammarss suchthatin theinitial stageof developinganLK
engine,a groupof Englishspecialistanight write the grammarfor Englishentirelyinde-
pendentlyof anothergroup of Germanspecialistavho arewriting the systems German
grammar In suchcasebothgroupswould have to aim thoughata similar deeprepresenta-
tion of theirlanguageotherwisestructuraldiscrepanciesanbe createdhatwould require
extratransferrulesfor mappingthesedifferentstructuresonto eachother
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68 MACHINE TRANSLATION ENGINES
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Figure 4.2 TheComponent®f a TransferSystem

Looking at Figure4.2,it is clearthatif (say)thesystemis translatingfrom Germarto En-
glish, thefirst (analysisktepinvolvesusingthe parsermandthe Germarmgrammaito analyse
the Germaninput. The secondtransfer)stepinvolveschangingthe underlyingrepresen-
tation of the Germansentencénto an underlyingrepresentatiowf an English sentence.
Thethird (synthesisstepandfinal major stepinvolves changingthe underlyingEnglish
representatiomto an Englishsentenceusinga generatomandthe Englishgrammar The
factthata properEnglishgrammairis beingusedmeansthatthe outputof the system—
the Englishsentences— arefar morelikely to be grammaticallycorrectthanthoseof a
German-Englisiransformersystem(recall that the latter had no explicit Englishgram-
marto guideit). In fact,if (perimpossibil@ we hadanLK German-Englistsystemwith
a‘perfect’ Englishgrammartheonly sortof mistale it could make in the outputwould be
errorsin translationalaccurag. Thatis, it would always produceperfectly well-formed
Englishsentencesvenwhenit did not producecorrecttranslations.

This alsomeanghatthe whole Engineshouldbe reversible,at leastin theory Takingthe
German-EnglisilK enginein Figure4.2, we couldrun the translationfrom right to left.
Thatis, we could give it English sentenceswhich would then be analysednto under
lying representationsTheserepresentationg/ould be changednto Germanunderlying
representationanda Germantranslationwould thenbe synthesisedrom theresult. The
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4.3 LINGUISTIC KNOWLEDGE ARCHITECTURES 69

samegrammardor eachlanguageare usedregardlesf the directionof the translation.
In practicefew translationenginesarereversible,sincesomerulesthatare necessaryor

correcttranslationin onedirectioncould causeoroblemsf the processvasreversed.This

is especiallytruefor lexical transfemrules,aswe will seelateronin this chapter

With this generalpicturein mind, the next subsectiorfocusseson the so-calledtransfer
componentwhichembodieshecomparatre grammaithatlinks theanalysisandsynthesis
componentsogether— themodulein the centreof Figure4.2.

4.3.1 Comparative Grammar and Transfer

We have saidthat parserdn LK enginestypically analyseto relatively abstractor deep
underlyingrepresentationsOf courseindividual systemgdiffer radically in the precise
sortsof representationthey use, but supposehe Engine usesthe English grammarto

producehesortof deepsyntactiarepresentatiomwe describedn Chaptei3 (thisis farfrom

beingthe mostabstractrepresentatiomne canimagine,of course).If we aretranslating
sentencg?2) into German,the analysiscomponenimight producea representatiomlong
thelinesof Figure4.3

(2) Thetemperaturdasaffectedthe print density

We canlook athow the comparatie grammarelatessucharepresentatioto correspond-
ing representationfr tamgetlanguagesentencesJustaseachmonolingualgrammarhas
a‘dictionary’ of rules(e.g.N — temperature ) soalsothecomparatie grammaihas
bilingual dictionaryrules. In the simplestcase thesemay just relatesourcelexical items
(‘words’) to targetlexical items:

temperature <> temperatur
print _density <« druckdichte

affect «+ beeinflu gen

S
{aspect=perfeate}

\% NP NP

| | |
affect N N
{def=+} {def=+}

temperature print.density

Figure 4.3 AbstractTreeRepresentation

Onedifferencebetweenthesebilingual dictionary rules and thoseshawn for the Trans-
formerengineis thatthe latterwereintendedto be usedin onedirectiononly. The <+ in
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70 MACHINE TRANSLATION ENGINES

thepresentulesindicateghatthey can(in principle)sene asEnglish-Germarmr German-
Englishrules.

Thesedictionaryrulescanbe seenasrelatingleaves(the word nodes)on the sourcelan-
guagetreeto leaveson the targetlanguagédree. The comparatre grammaralsocontains
somestructuralruleswhich relateotherpartsandnodesof thetwo treesto eachother

Onesuchstructuralrule might bereadasfollows: “The translationof the whole sentence
is normally madeup of the translationof the verb + the translationof the subject+ the
translationof the object. Notethat‘translation’in this context hastherestrictedsenseof
translationinto thecorrespondingamgetlanguageepresentatior— thisrepresentatiohas
to beinputto synthesideforea ‘full’ translationis reached.The structuralrule we need
might bewritten in thefollowing way (wherethe LHS describesan Englishstructureand
the RHS describeghe Germanand$H, $S, and$0 arevariablesinterpretedas standing
for piecesof Englishstructureon oneside,andfor their translationon the otherside).

[s HEAD:$HEAD, D-SUBJ:$SUBJECT, D-OBJ:$OBJECT ]
<~
[s HEAD:$H, D-SUBJ:$S, D-OBJ:$O |

Theleft andright handsidesof therule reflectthe ‘canonical’ order(HEAD, thenDEEP
SUBJECTthenDEEPOBJECT)thatonefindsin the source(andtarget) representations.
In somesystemsthe rule applicationproceduremight be setup sothatrule would work
regardlesf theleft-right orderof the nodesn the sourcerepresentation.

Thisrule saysthatin thetranslationof the sentenceasawhole,the HEAD is whateverthe
HEAD in the sourcelanguagedranslatesas. The HEAD is the verbaffect andits transla-
tion is givenby abilingualdictionaryrule. The DEEPSUBJECTandDEEPOBJECTjust
containsinglecontentwords(tempeature andprint_density andsothey too aretranslated
by the appropriatalictionaryrules.

The annotation®n the nodesof the representationsiustalsobe translatedn someway.
Therulesrelevantto our examplearestraightforvard, indicatingthatthe givenvaluesare
simply carriedover from sourcestructureto targetstructure:

{def=+ } « {def=+ }

{aspect=perfective } < {aspect=perfecti ve }

Of course,one could imaginethat this ‘copying’ of informationwithout changescould
occurby default, i.e. featuresare copiedunlessarule explicitly saysotherwise(although
specifyinghow this sortof systemshouldactuallywork turnsoutto be surprisinglydiffi-

cult).
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Applying theserulesto the Englishrepresentatiom Figure4.3will resultin theconstruc-
tion of the correspondingsermarrepresentatiom Figure4.4.

S
T
V NP NP
| | |
beeinflussen N N

{def=+} {def=+}
|

temperatur druckdichte

Figure 4.4 TreeRepresentatioafter Translation

This representatiosenesasinput for the Germansynthesianodule,which appliesthe
rulesof the Germangrammairo producea GermansentenceTheseruleswill includeone
or morewhich requirethatthe pastparticipleof a verbis realisedat the endof the clause
whenthereis an auxiliary (hat, in this example). Thus, (3) shouldbe producedasthe
translation.

(3) Die Temperatuhatdie Druckdichtebeeinfluf3t

It shouldbe clearthat LK and Transformerarchitecturediandlethe word orderproblem
ratherdifferently A Transformeenginegenerallypreseresthesurfaceorderof thesource
languageanddirectly re-usest — with modificationswhereappropriate— to orderthe
tagetlanguagewords. An LK engine,on the otherhand,extractsall the informationit
canfrom the sourceword orderand recodeghis informationin a more or lessabstract
representationThe generatoffor thetargetlanguagewill usetheinformationin therep-
resentatiorand in the target languagegrammarto constructa target languagesentence
with aword orderthatit is grammaticallyappropriatdor thatlanguageln short,ordering
informationis not normally carriedover directly.

Theonly differencedetweenhe Englishandthe Germanrepresentatiom this example
is in the wordson the leaf nodes;the geometryandannotation®n the treearethe same.
Ideally, thissimilarity will holdfor mostsentencesothatmostof thework in constructing
the representatioris done by the dictionary rules. However, it is importantto realise
thatthe designof the comparatre grammaranticipateshe possibility that the structures
couldbeverydifferentindeedif thedifferencedetweerthesourceandits targetlanguage
translationarevery great. We will look at somesuchexamplesin the following chapters
(cf. especiallyChapterb).

Thesimilarity of therepresentationis relatedto the simplicity of therules. For example,
accordingto therule, DEEPSUBJECTSranslateasDEEP SUBJECTSandDEEPOB-
JECTSasDEEPOBJECTSandtherulesfor translatingthe wordsarestatedwithout any
conditions.But in general,onewould only wantto saythat subjectsandobjectsarenor-
mally translatedas subjectsandobjects,andit is easyto think of casesvhereonewould
wantto put extra conditionson suchlexical rules. For example,Englishimport translates

71



72 MACHINE TRANSLATION ENGINES

asFrenchimporterwhenit is averb,andimportationwhenit is anoun,andtheverbeffect
translateséaliseror effet, dependingpnwhetherit is anounor averh Suchexamplescan
be multiplied atwill. Similarly, onecannotalwayssimply presere the valuesof features
suchasdet , or aspect . For example,in translatingfrom Englishto French,onecannot
generallyexpectto presere the valuesof attributesindicatingtenseand aspect;f these
aredirectencodingf surfaceword forms(cf. Chapter7).

A relatively straightforvard examplewherea more comple rule is called for involves
the translationof the English verb like into Frenchplaire, asin (4), which shows the
‘switching’ of aguments.

(4) a. Samlikesthenew laserprinter.
b. Lanouwlleimprimantealaserplait a Sam.

Sucharule mightlook asfollows:

[s HEAD:ike, SUBJ:$1, OBJ:$2 ]
VRS
[s HEAD:plaire, SUBJ:$2, OBJ:$1 ]

Switchingof amgumentsoccursbecauséhe variables$l, and$2 areassociatedvith dif-
ferentgrammaticakelationson the two sidesof therule ($1 will be boundto the repre-
sentatiorof Sam and$2 will beboundto therepresentationf the new laser printer (on
the Englishsideof therule), andla nouvelleimprimantea laser (onthe Frenchsideof the
rule)). Theidentity of thewordsthatfill the HEAD relationhasbeengivento preventthis
rule applyingto examplesinvolving ‘normal’ verbs(onewill alsohave to make surethat
the ‘normal’ rulesdo not applyin translatinglike andplaire, of course).This procesof
argumentswitchingis illustratedin Figure4.5.

Specialrulesliketheonegivenabove have to bewrittenfor everycasewherethereis some
differencebetweenthe outputof the sourcelanguageanalysisandthe input expectedby
the targetlanguagegeneratar In practice,onewould expectthe contrastve grammarfor
an English-Frenchpr English-GermarMT systemwhosemostabstractrepresentations
involve surfacegrammaticatelationsto be quitelarge.

In generalthesizeandcompleity of acomparatie grammaicanbereducedy increasing
the depthof the parsingtowardsmoreabstractevels of representationFor example,the
useof SemanticRelations(seeChapter 3) would remove the needfor a speciallike-
plaire rule, becausdoth EnglishandFrenchsentences (4) would have representations
with SamasEXPERIENCER andthe new laserprinter/la nouvelleimprimantea laseras
THEME 2

2The namesof theseparticularSemanticRelationsshouldnot be taken too seriously In fact, of course,
it doesnot muchmatterwhat the relationsare called, so long asthey arethe samein the sourceandtarget
grammars.
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TRANSFER

D s $1:H:like, $2:SUBJ, $3:OBJD -~ D s $1:H, $3:SUBJ, $2:0BJ D
(=) (=)

HEAD SUBJ OBJ —— HEAD SUBJ OBJ
like Sam London plaire Londres Sam
ANALYSIS SYNTHESIS
S S
NP VP NP VP
Sam likes London

PP

/N

Londres plait a Sam

Figure4.5 Compl Transfer

Thediscussiorso far may give the impressionthatthereis a singletransferapproachto
MT. But this is far from beingthe case. For one thing, differentsystemsuse different
styles,andlevels of representationFor anotherthing, we have only given oneview of
therelationof the variouscomponentsThat otherviews are possibleis indicatedbelow,
wherewe discusssomevariableaspect®of transfersystems.

Intermediate representationsin transfer As we have describedrransfer the mapping
betweensourceand tamget structureis direct in the sensethat thereare no inter-
mediatestructures.Thereare,for example,no structureswvhich have tamgetwords,
andsourcegeometry Somesystemshowever, make a distinctionbetweenexical
transfer(which simply changesourcewordsto tamgetwords)andstructuraltrans-
fer (whererulesactually changethe shapeof the tree)with one setof rulesbeing
appliedbeforethe other Also, theruleswe have giveneachdealwith a structuren
onestep,without usinganintermediataepresentationBut it is possibleto have a
transferrule which changeshe sourcetreein someway, producinganintermediate
representatiorthatmusthave anotherule appliedto it beforeagenuingargetstruc-
tureresults. The problemwith systemghatallow this is that problemsof comple

73



74 MACHINE TRANSLATION ENGINES

rule interactioncanoccut in the way thatthey do with a transformerarchitecture.
We have allowed for alimited degreeof collaborationbetweerrulesthatdealwith
structure andrulesthatdealwith featuresfor example.Theadwantageof thisis that
we do not have to statefactsabouttherelationbetweenfor example , determination
valuesin eachrule. This seemdoth naturalandeconomicaln termsof effort in-
volved. Thedisadwantageof thisis thatit increaseshenumberof rulesthatmustbe
appliedin orderto translateeachtree. An alternatve is to statetherulesseparately
like this, but in someway compilingthemtogetherto producerulesthatdealwith
entiresubtrees.The problemwith this is thatthe setof compiledrulestendsto be
verylarge.

Symmetry Throughouthis chapteithe pictureof transferthatwe have describeds rather
symmetric. Thatis, it assumedghe target structureis rathersimilar to the source
structurein the senseof beingof correspondinglepthof analysisor linguistic ab-
straction. This suggestsanalysisand synthesisareto a large extent ‘inverses’of
eachother But thisis notarequirementlt is possibleto imaginesystemsvherethe
inputto transferwasa deepsyntacticrepresentatiorandthe outputwasarepresen-
tation of surfacesyntacticstructure.Moreover, in a one-directionabystemfor one
pairof languagesporealdistinctionmightbedravn betweertransferandsynthesis.
Symmetryis however desirableassoonasonedealswith morethanonelanguage
or direction. In suchcaseghe advantagesecomeolvious, having a separatesyn-
thesiscomponentith a role broadlythe inverseof to that of analysis— not only
canthe samesynthesicomponenbe usedfor all transferpairs,but onewill avoid
duplicatingwork by usingthe same(or similar) grammarsn analysisandsynthesis.

Reversibility We notedthattransferrulescouldbereversiblein principle, andthoughthis
is natural,andattractive (becauset halvesthe numberof transfercomponent®ne
hasto constructand makestestingeasiey since,if a rule worksin onedirectionit
shouldwork in the other),it is not obviousthatreversibletransferrulesarealways
possible,or desirable.This is becausea systemshouldbe ableto translatea wide
varietyof input strings,someof themthetypeof stringthatonewould normally not
wantto produceasoutput. As a simplelexical exampleof thereversibility problem
considerthe slightly old-fashionedDutch word aarvangen Onewould like to be
able to translatethis into English as begin, but one would normally not want to
translateébeggin into aanvangen Onewould choosghe morecommonverbbeginnen
instead.Sothefollowing translatiorrule cannotbereversible:

aanvangen — begin

Well-formedness In orderfor transferoutputto be usefulfor synthesist is desirablehat
it is in somesensewell-formedfor the tamget language. To producewell-formed
talget languagestructuredransfercomponentanbecomerathercomplex. Some
systemssupplemenhormaltransferwith a setof adjustmentuleswhich transform
the outputof transferto make it moresuitablefor inputto thetargetsynthesis.

Instructions for synthesis Thetargetstructurethatis producedoy transferhasbeende-
scribedasasimplelinguistictree— it doesnotcontain for example speciainstruc-
tionsto guidesynthesisSomesystemsalo containthis sortof information: transfer
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attachesvhat are essentiallysmall programsto nodesof the target tree,which are
executedn synthesis.

Choosing between possibletrandgations In general several differenttransferruleswill
be ableto apply to a structure,giving alternatve (not necessarilycorrect)transla-
tions. The questionarisesasto how to choosebetweerthese.Onecrudepossibility
is to organizetherulessothey applyin sequenceaking the resultsof thefirst rule
thatproducesa ‘correct’ tamget structure(correctin the senseof gettingan accept-
abletagetsentenceperhaps)Alternatively, onecouldapplyall theserulesandfind
someway of scoringtheresults,so asto preferthe betterones. A complementary
guestionwhich arisesin the casewhereno translationrule applies(becauseone
matcheghe sourcestructure)is whetheroneshouldleave the structureuntranslated
(it maybe,for example,a propername),or to try to forcearule to apply?

Declarative or procedural processing If theanswerto the problemabove is to organize
therulessothey applyin sequencéhenthe resultis the contaminatiorof declar-
ative informationin the comparatre grammarwith procedural information— in-
formationaboutthe orderin which thingsshouldbe done. This violatesa widely
acceptegrinciplethatit shouldbe possibleto describetherelevantlinguistic facts
in an MT systemindependentlyof the waysthe engineactually usesthem. The
advantagesf a declaratve systemare (a) easeof understandingmnodificationand
dehugging, and (b) independencef particularimplementationsor algorithms: if
a collectionof rulesis declaratve, it will be possibleto consideralternatve algo-
rithms for applyingthem, with someconfidencethatthe sameresultswill be pro-
ducedwhich allows oneto find the mostefficient way of processingDespitethese
advantage®f declaratvity thereis a strongtemptatiorto introducenon-declaratie
characteristicge.g. to ensurethatthe mostlikely transferrulesaretried early and
block the applicationof otherrules, so cutting down the spaceof possibilitiesthat
have to be processed)Thus,thoughdeclaratvity is a generallyacceptedjoal, it is
apropertythatsystemsave in differentdegreesandit is notevengenerallyagreed
whatthe correctcompromisebetweerefficiency anddeclarawity is.

4.3.2 Interlinguas

The generalideasuggestedby the discussiorof the like-plaire exampleat the endof the
previoussectionis thatcomparatre grammar(hencetransfer)loecomesimpleraslinguis-
tic analysisgoesdeeper— asthe representationsecomemoreabstract.In fact,a major
objectve of MT researchis to definea level of analysiswhich is so deepthat the com-
parative grammatcomponentisappearsompletely Givensucha level of representation,
the outputof analysiscould bethe directinput to the target synthesicomponentRepre-
sentationsat sucha level would have to capturewhateser is commonbetweernsentences
(andexpressionf othercatayories)andtheir translations— thatis they would have to
berepresentationsf ‘meaning’ (in somesense)Moreover, suchalevel of representation
would have to beentirelylanguagendependert— for example,if it preseredfeaturesof
thesourcdanguagepnewould still requireatransfercomponentf somekind to produce
the correspondindeaturesof the target language.For this reasonsucha level of repre-
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sentations normally calledan Interlingua, andsystemghat usesucha level arecalled
Interlingual.

Therelationshippbetweertransferandinterlingualsystemsanbepicturedasin Figure4.6.
As onecansee,the size of the contrastve grammar(hencethe transfercomponentpe-
tweentwo languageslecreaseasthelevel of representatiobecomesnoreabstract.As

this diagramperhapssuggeststhe differencebetweentransferrepresentationandinter-

linguasis amatterof degreeratherthanabsolutadistinction(for example,Chaptef7 shavs
how onemight combineaninterlingualrepresentationf tenseandaspectwith atransfer
approacho otherphenomena).

Thereareanumberof clearattractiongo aninterlingualarchitectureFirst, from a purely
intellectualor scientificpoint of view, the ideaof aninterlinguais interesting,andexcit-
ing. Secondfrom a more practicalpoint of view, aninterlingual systempromisesto be
mucheasierto extendby addingnew languagepairs, thana transfersystem(or a trans-
formersystem).This is becauseproviding theinterlinguais properlydesignedit should
be possibleto adda new languageo a systemsimply by addinganalysisand synthesis
componentsor it. Comparehiswith atransfersystemwhereoneneedsotonly analysis
and synthesisput alsotransfercomponentsnto all the otherlanguagesnvolved in the
system.Sincethereis onetransferfor eachlanguagepair, N languagesequireN x N — 1
transfercomponentgonedoesnot needa transfercomponentrom alanguagento itself).
For example,extendinga systemfor 3 languagesnto onefor 5 meanswriting 14 new
transfercomponentgasonegoesfrom 6 to 20 transfercomponents)andgoingfrom a5
languagesystemto a 9 languagesystemmeangyoingfrom 20 components$o 72.

Ideasaboutinterlinguasareintimatelytied up with ideasabouttherepresentationf mean-
ing. Wewill look atthisin moredetailin Chapter7. However, onecangetaflavour of the
problemsghatareinvolvedin defininganinterlinguaby consideringhefollowing.

Producingan interlingual representatiotinvolves producinga representatiotthat is en-
tirely languageindependentfor the language®newantsto translate at least). This in-
volvesproducinga languagendependentepresentationf words,andthe structureshey
appeaiin. Underthe latterheading onewould have to make sureonecouldrepresenthe
differencein meaningbetweerexampledik e thosein (5) — assumingonedoesnot want
themall to translatealike, thatis — andfind a way of representinghe meaningthatis
expressedy varioustensesandby the distinction betweendefinite, and indefinite NPs
(e.g.aprinter vs. the printer).

(5) a. It wastheprinterthatwasservicedyesterday
b. It wasyesterdayhattheprinterwasserviced.
c. Theprinterwasservicedyesterday

While this raisesmary unsohed linguistic problemsiit is the languagendependentep-
resentatiorof word meaningthat seemso posethe mostdifficult problems.The central
problemis how to choosethe vocahulary of theinterlingua— whatarethe primitive con-
ceptsof themeaningrepresentatioto be. Noticethatthisis not a questionof whatnames
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INTERLINGUA
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Size of Comparative Grammar Between Languages L1 and L2

The size of the comparatie grammarthat is requiredto translatebe-
tweentwo languagegetssmallerasthe ‘depth’ of the representations
usedincreasesAs therepresentationsecomemoreabstractthereare
fewerdifferencedbetweersourceandtargetrepresentationsndit is eas-
ier to relatethem. Ultimately, alevel of representatiomaybeachieved
wheresourceandtargetrepresentationareidentical,whereno compar
ative grammaris needed. In this situation, the representationgvhich
areproducedby analysiscould be directly input to the tamgetlanguage
synthesiscomponent.Sucha level of representatiors calledaninter-
lingua, and a systemthat usessucha level is called an interlingual
system.

Figure 4.6 TransferandInterlingua
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we shouldgive the concepts— how we shouldwrite themdown or representhem. Of
coursewe shouldmale surethatwe do not useonenamefor two conceptsyhich might
be confusing,but beyond this, we cangive them, for example,namesfrom an existing
languagde.g. English,or Esperanto)or numberspr codesn someinventedanguage—
the only differenceherewill be how easythey areto write or remember The problemis
oneof identity. For example,arewe to includea concepthatwe might write asCORNER
— this beingthe interlingualrepresentationf the Englishnouncorner? This seemaat-
ural enoughfrom the point of view of English,but from the point of view of, for example,
Spanishit is notsonatural,becausén Spanishtherearedifferentwordsfor insidecorners
(rincén) andoutsidecorners(esquind. Is thereary reasorwhy we shouldnot choosea
morespecificprimitivewordfor ourrepresentatiorfor example, OUTSIDE-CORNERNd
INSIDE-CORNER Similar problemswill arisewherever onelanguageéhassereralwords
that correspondo oneword in another The point is that differentlanguagescarve the
world up’ differently so settlingthe choiceof vocakulary for the interlinguawill involve
either(i) someapparentharbitrarydecisionsaboutwhich languages conceptualizatiomo
take asbasic,or (ii) ‘multiplying out’ all the distinctionsfoundin ary language.In the
latter caseonewill have two interlingualitemsfor Englishcorner (becausef Spanish),
two for Englishriver (becaus®f thedistinctionbetweerriviere andfleuvein French)and
two for Englisheat, becausef thedistinctionbetweeresser{for humanskandfresser(for
animals)in German.Whenoneconsidemoredistantlanguagesik e Japanesaevenmore
distinctionswill arise— Japanesdoesnot distinguishbetweenwvearingandputtingon,
asdoesEnglish,but doesmake a distinctionaccordingo wheretheitemis worn or puton
(e.g.ontheheadvs on thehands).Of course pnesolutionto this multiplicity of concepts
is to try to reducethe setof primitive conceptsdefiningcomplex conceptsn termsof the
primitive ones.For example,onemightthink thatEAT is nota primitive, but thatINGEST
is, andthatthe interlingualrepresentationf the meaningof eat shouldinvolve INGEST,
and someother primitives. However, thoughthis solvesthe problemof the numberof
conceptsijt doesnot overcomethe problemof arbitrarinessandit raisesthe problemof
finding anadequatesetof primitivesto capturetherelevantdistinctions(the reademight,
asan exercise,like to considerwhat a setof primitiveswould look like to distinguisha
handful of verbslike eat, drink, gobbleup, feedon, or find a setof primitivesthat will
distinguishbetweerdifferentkinds of furniture (chairs,stools,tables etc.)).

A furtherproblemis thatusinganinterlinguain MT canleadto extra, unnecessanyork, in

somecaseskor example,suppos@nehasaninterlinguaintendedor translationbetween
English,FrenchandJapaneselapanesdistinguishesermsfor olderandyoungerorother
andsister andfor variousrelativesdependingpn whetherthey belongto the spealer, or to

the hearer(i.e. thetermfor my motheris differentfrom thatfor your mother or mothes

in genearl). The problemis thatthis distinctionhasto be encodedn the interlingua,so
onemustdecideif Englishbrotheris anolder brotheror a youngerbrother evenif one
is not translatinginto JapaneseFor example,translatingSams brother hasalreadyleft

into Frenchwill involve dealingwith an ambiguity sincetherewill be two interlingual
representationdiffering asto whetherthe brotheris older or youngerthan Sam. But of

course,this is irrelevant for both Englishand French,and one can managewith a very
simpletransferrule (alongthelinesof brother  — fr ere ).
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Figure 4.7 The Component®f aninterlingual System

Theseareproblemdor generalvocatulary. Oneshouldnote,however, thattheseproblems
donotoccurfor all kindsof vocalulary: In particularin domainswherethereis a codified
systemof terminology,the conceptuabrganizationis generallyrelatively clear In such
casesthe setof concepts,andthus at leastsomeof the vocalulary of the interlingua,
is alreadysettled. Interlinguasare rather metaphysicathings. Implicitly or explicitly,
they saywhatthe universeis madeof (events,processedndividuals,relations,etc.) and
how it is put together It is not at all surprisingthat mary aspectf interlinguasare
in disputeandare likely to remainso for sometime to come. Given thesedifficulties,
interlinguasn thesensalescribederearemorepopularasa basisfor theoreticaresearch
in MT ratherthanfor full-scale commercialdevelopment. For the next few years,most
generapurposd K MT systemonthe market areunlikely to analyseary deepethanto
thelevel of semantiaelations— andeventhatwill be consideredmpracticallydeepby
mary developersandvendors.Nonethelessywe cancertainlyexpecta tendeng towards
increasinglydeepanalysisover the next decadeor so.

4.3.3 LK Engines Summarised
Having looked at someof thecomponent®f anLK engineandhaving seensomethingof
how they mightwork, we canconcludethis discussiorof MT architecturedy settingout

whatthe performanceharacteristicef anLK enginemightbe.
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e Becausdhe systemhasa (partial) grammarof the targetlanguageputputwill tend
tobegrammatical At ary rate,it will befarlessstrangeandfarlesssource-language
grammar dependenthanoutputfrom transformerengines.

e Becausdhe comparatre grammarcompletelyspecifiesa relationshipbetweerrep-
resentationsf two languagedranslationatjuality will tendto bemorereliablethan
for transformerengines.

e Becausehe systemtendsto separatdanguagento separatanodules(one gram-
mar for eachlanguageand one comparatie grammarfor eachpair of languages),
it is relatively easyin principle to add new languagego the system. For exam-
ple,addingDutchto a German-Englisisystemwould requireonly the additionof a
DutchgrammamoduleandDutch-EnglishandGerman-Englisltomparatie gram-
marmodules.ndividuallanguagenodulescanbedesignedndconstructedvithout
specifyingwhich otherlanguagemodulesthey will have to work with in thefinal
system. Of course this mattersmoreto the developerthanthe usersinceit is the
formerthatwritesandsuppliesbasiclanguagemodules.

e Thesystemwill beupsetby unusualmamginally acceptabler frankly unacceptable
inputsentencebecausé hasagrammarfor thesourcdanguageandhenceastrong
notionof grammaticality

e Becausdhe grammarghat computationalinguistsareableto write areinvariably
lesscompletethanthe ‘real’ completegrammarof ary languagetherewill besome
complicatedgrammaticainput sentencethatthe systemfails to recognise.

From the enginemanugcturers point of view, the transformerarchitecturehasthe ad-
vantagethatit acceptsanything thatis givento it (thoughthe translationst producesare
anothematter). The LK architecturas ata disadwantagehere:becausét thinksit knows
somethingaboutthe languagesnvolved, it tendsto think that anything it doesnt know
isn't languageandhenceunacceptableAs aconsequence pureLK engineduringits de-
velopmentphasetendsto grind to a halt on anything unusual or evenon somethingquite
commonwhich the developerhasforgottento include.

For commercialpurposesthis meansthat pure LK enginesmustbe supplementedvith

variouscoping stratgies. For example,if they cannotparsea particularsentencecom-
pletely thenthey at leastoughtto be ableto usesomeof the informationon thoseparts
of the sentencdor which they did find a parse— andperhapghey canguesshow those
well-parsedits might befitted together

LK systemsareclearly superiorin principle to transformers.However, MT systemge-
quireaconsiderablelevelopmenteffort andsomecommerciakransformeisystemsvhich
have undegoneextensve revision, refinementandupdatingover the yearscanachiese a
goodoverall performance.FurthermoresomeMT systemshave sufficient flexibility in

the designof the engineto allow developersto increasethe depthand sophisticationof
their linguistic knowledgeandeventhe overall arrangemendf grammars.We canthere-
fore expecthighly developedtransformemMT systemgo survive in somesectorsof the
marlketplacefor someyearsto come.
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44 Summary

In this chaptewe have lookedinsidetwo differentkindsof MT systemtransformeisys-
tems. andlinguisticknowledgesystemsdiscussingunderthelatterheadinghedistinction
betweentransferandinterlingual systems.The following chapterswill amplify this pic-
turein variousways,by looking in moredetailatthe sortsof knowledgethatareinvolved,
for example,in dictionaries,andthe representatiof ‘meaning’, andlooking at some
particulartranslationproblems.In Chapterl0 we will give somemorediscussiorof the
limitationsof LK approachesanddescribearecentlydevelopedalternatve.

4.5 Further Reading

Probablythe mostfamousexampleof a systemwith what we have calleda transformer
architectures SYSTRAN. This is describedn Hutchinsand Somers(1992). A recent
discussiorcanbefoundin Wilks (1992).

A moredetailedoverview of transfersystemsanbefoundin Arnold (1993).

Examplesf transfersystemsncludethefollowing, ARIANE VauquoisandBoitet(1985),
SUSYMaas(1987),MU (theJapaneshationalProject)Nagaoetal. (July 1986), METAL
Slocumet al. (1987), Bennettand Slocum (1988), TAUM-AVIATION lIsabelle(1987),
ETAP-2 Apresianetal. (1992),LMT McCord(1989),EUROTRA Arnold (1986);Arnold
anddesTombe(1987);Copelandet al. (1991a,b), CAT-2 Sharp(1988), MIMO Arnold
andSadler(1990), MIMO-2 vanNoordetal. (1990),ELU Estval etal. (1990). Sereral
of thesesystemsarediscussedn detailin HutchinsandSomerg1992).

Amonginterlingualsystemsthefollowing arenotevorthy: Rosettd_andsbegen(1987b,a),
KBMT Goodman(1989),GoodmarandNirenturg (1991). A recentoverview is givenin
Nirenkurg (1993). (Hutchinsand Somers 1992, Chapter6) is alsorecommended. One
interlingual approachthat we have not mentionedhereis that which usesa humanlan-
guageastheinterlingual. The bestknown exampleof thisis DLT, which usesEsperanto,
seeSchuber{1992)and(HutchinsandSomers1992,Chapterl?).
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