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CHAPTER 30
Steps Toward Grammatical Recognition*

H. HIZ -

University of Pennsylvania, Philadelphia, Pennsylvania

I. GOALS OF A GRAMMATICAL ANALYSIS

Grammatical analysis of a language may aim at various resuits,
The methods to be used in the analysis may differ considerahly,
depending on the choice of goals, One may wish to set up a gram-
mar which will produce all the sentences of a given language with-
out producing strings of words which are not sentences.** A gram-
mar that generates exactly the totality of the language does not
necessarily answer effectively the question whether a string of
words is & sentence or not. And such a grammar is just like a
mathematical system that is complete but not decidable. A gram-
mar may also aim at an algorthm for distingwishing sentences from
strings that are not sentences,! Generative grammars, both of non-
decidable and of algorithmic character may try to exhibit interesting -
and natural features of the sentence structure, Different kinds of
grammatical problems arise when one wants to analyze existing
given sentences. Here one may assume that all sentences are
given (or are in the process of being given), and grammar has only
to zay what the structure of each coming sentence is}t Recogni-
tion of sentence structure may in practice he interwoven with the
generation of sentences, The one may substantially help the other.
But. for several aspects of systematic study it is useful to separate
recognition problems from generation problems for the time being.
This paper deals only with recognition grammar, and agsumes that
in one way or another there is a decision concerning the sentence-
hood of each word string. For example one may interrogate native
informants.

*This paper was written while the author was engaged in a re-
gearch project et The University of Pernnsylvanis, sponsored by
The National Science Foundation. .

**Attempts of this sort are outlined, e.g., in Chomsky (1) and (2).

1That program is stated, e.g., at the head of Lambek (8).

t1This is & more usual linguistic stand. See, e.g., Harris (5
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II. SENTENCE STRUCTURES

It is a fundamental assumption of a grammatical recognition ana-
lysis that every sentence has a structure, i.e., a set of relations by
which single words and some strings of words in the sentence are
related to the entire sentence, and that gentences can be syste-
matically compared as to their structures, Whether these siructures
are effectively, algorithmically discoverable for each sentence is
not definitely known. It may also be that there are many interest-
ing grammatical systema, each of which assigns to a sentence a
different structure, To achieve a system of this kind several steps
may be taken, This paper doss not pretend that the methods sug-
gested below are the only path for recognition analysis. However,
other proposals should at least approximate the difficulties which
the procedures presented here are tailormade to overcome. Nor
should it be assumed that the methods must be applied in the order
of their presentation. In practice, one of the methods helps the
other and it is not guite correct to speak about levels of linguistic
analysis as if there were a clear hierarchy among them ((2) pp.

94-95).

1. GROUPING

A sentence is s string composed of words, One must distinguish
between a string and a sequence, A string is a linear array of sym.
bols considered in such a way that the string x of any successive
parts of string y, whera x ineludes all the symbols of y, is identi-
cal with the string y. A string forms a concatenation algebra.*
Thus, the string of the sentences of this paper is identical with
the string of words of this paper. The first structure we impose on
a sentence is a grouping of the words into some substrings of
words The sentences

(3.a) John seems to be healthy
(8.b) John swims to be healthy

as pure strings differ only by one word, But they differ considera-
bly in that to be healthy in the latter stands much more togather
than to be healfhy in the former sentence. This can be seen and
tested by several procedures (omitting to be healthy in (3,b)results
in a sentence, omitting it in (3.a) leads to a non-sentence; slight
difference in intonation; the insertion of so_as is allowed in (3.b)
but not in (3.a); ete.). To discover what groupings are appropriate
for what sentences may be considered one of the main gosals of
grammars. In the quoted examples, the difference in grouping is
that after swims in (3.b) there iz a station dividing John swims

*In the sense of Tarski (9), pp. 172-174; or in a sense resiricted
to allowable concatenations within a langunge; see Hit (1), p. 217.

+
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from to be healthy, whereas in (8.a) there is no such station, Seems
to be should rather he read together, The matter of grouping ishere
not determined solely by the kind of verh involved. It ig not cot-
rect that seems and to in this order, are always grouped together,
In

(3.c) This seems to be a confusion
the grouping is similar to that of (3.a). But in
(3.d) This saems to me a confusion

one wants to pick up to me as a separate unit, so that one is in-
clined to put stations just before it and just after it, When we im-
pose stations in a sentence, we consider the sentence to be not
only a string of words but also a sequence of expressions between
the stations. We often impose stations within expressions that are
already between stations. Thus, in

{3.e}) He is gaing to kis home

we first impose a station just after going, and then we want a sec-
ond degree station after 1o, so that io his home will be grouped to-
gether, as will also his home within that substring. In this way we
obtain a hierarchy of substrings within a sentence, Grouping by no
means exhausts the problems of a grammar of a sentence, but it is
a factor which appears in many other grammatical methods, and

thus it may be of interest to study it in isolation from other factors.

IV. PARENTHESES

In spoken English, intonation indicates some, though not all of
the groupings intended. Note that there is no intonation difference
boetween (3.¢) and (3.d), In writing, there are many punctuation de-
vices, Here we shall use only one kind, viz,, left and right paren-
theais, Left hand parenthesis and right hand parenthesis will be
abbreviated by Ihp and rhp respectively,

(4.a) o is a parenthetical expression if and only if (1} every
proper substring of o that starts where o does has more lhps than
thps, (2) every proper substring of o that ends where & does has
more rhps than lhps, (3) the interior between any lhp and rhp in o
i3 always a nonempty expression which does not satisfy both con.
ditions (1) and (2),

(4.h) We say that stations are imposed on a sentence if and
only if there is a sequence of mutually exclusive parenthetical ex-
pressions that exhausts the entire sentence,

(4.¢) A grouping is imposed on a sentence if and only if sta-
tions are imposed on the sentence such that every word is the in-
terior of & puererthetical expression and the entire sentence is a
parenthetical expression,
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The intention here is that every parenthetical expression in a
sentence with imposed grouping plays a grammatical role in the
sentence, whereas strings that are not perenthetical expressions
do not have such roles aseigned. Thus (3.c) and (3.d) become with
their groupings

{4.d) {{This) {(seems) ({to) (be)}} ((a) (confusion))}
{d.e) {(This) (seems) ({to) (me)) ({a) (confusion})}}

Weo shall often omit some of the parentheses if this does not lead
to a confusion. The grouping performed e.g., in {(4.d) or in (4.e)
follows the intuition of native speakers, but since this intuition is
not very sharp, there may be alternative groupings that are both
possible and persuasive. The indefinite article was here grouped
with its following noun. This growping is more persuasive in the
case of the definite article, as in

(4.0 (Harrisburg) (is) ({(the} (capital)) {(of) (Pennsylvania)))

In some cases the indefinite article can persuasively be grouped
with the verb, as in

4.g) John (is ) man

This second grouping is taken into account by set theory, when a
single ¢ i= put for is a,

V. ALGEBRA OF GROUPING

Grouping i3 an important, though perhaps rudimentary and inac-
curate, grammatical analysis. We can compare sentences as to
their groupings, and for sentences with the same grouping, we can
describe parenthetical similarities between various parts of them,
E.g. the sentence (4.1} has the same parenthetical structure as

5.2} {Today} (George} (((has) (invited)} ((the) (guests)))
And we may say that the grouping of

(5.0 {(George) (Smith)) (likes) ({{Scoteh) {{or) ((Canadian)
(whisky))}) ((on) {((the) (rocks)}))

is included in the grouping of (5.2)., The parenihetical roles of to-
day in (5.2} and of George Smith in (5.b) is similar, One can build
an algebra of groupings and it would already be a grammar. As ele-
ments of such an slgebra, we may take all sequences composed of
three symbols: L, R, and , (L for thp, R for rhp, . for an expres-
sion that is not parenthetical), such that they satisfy conditions
(1), (2}, and (3} of (4¢.a). We also assume that L, R and . are all
distinet and that L , B is an element of the algebra, Then one may
kave a k-place operation IT (o, ... %) such that if Oi,...,0x 8re

elements, then {0y, .. 04) = mefq-m. . ."‘aka, where k2 2, We
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do not allow k = 1, for then we would ohtain as parenthetical ex-
pressions strings of the kind:

CTL I ()

It is exactly to avoid useless parenthesea that we have imposed
condition (8) in ({.a). We can prove that this algebra forms an up-
per semi-lattice under the operation I,

V1. INBUFFICIENCY OF GROUPING

Grouping iz not sufficient to establish the grammatical roles of
various expressions in the sentence, Two expressions may occupy
parenthetically the same places in their respective sentences,
which may themselves have the same groupings, and it would still
be odd to assign to the two expressions the same grammatical role,
As a matter of fact, the connection betweon groupings and the to-
tality of roles an expression plays in the sentence is many sided.
To see the insufficiency of grouping, one should realize that ex-
pressions that are parenthetically similar in their respective sen-
tences are not necessarily mutually replaceable.* For example, of

Penngylvania in (4.f) and the guests in (§.a} are mutually non-

replaceable, Moreover, these two expressions do not satisfy other
tests for similar grammatical roles. Thus of Pennsylvania is omit-
table in (4.f) the result being & sentence, wheress the guests is
not omittable in (5.a), On the other hand grouping is too restrictive
for some purposes. One wants to assign a similar role—in some re-

gpect—to the guests in (5.a) and
{6.0) The guesis arrived

though their parenthetical occurrences do not justify it.

Vii. REGROUPING

One may consider not only & single grouping of & sentence but
also several admissible groupings of the same sentence. Thus, a
class of groupings will be associated with a sentence., This may
lead to a deeper analysis than provided by single grouping, One of
the differences between {3.2) and
{T.e)  He is going with a girl
is that the latter, but not the former, is susceptible of the follow-
ing grouping
{1.1) (He) ((is) (going with)) (a girl)

*About various substitutivity criterin see Chomsky (3), pp.
203204, ’
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These considerations are supported by transformational analysis.
For (7.a) can be transformed into

(T.c) This is the girl he is going with.

But (3.e) is not subject of a similar transformation. Also the vari-
ety of admissible groupings seems closely related to considera-
tions of co-occurrence. Going with his home does not oceur,
whereas going with his girl does oceur. To use the terminclogy of
Harrig (§), in the construction VPN the N.co-occurrence of goin
with includes a givl, but presumably not his home.? Generaf%y, 1%
I & construction afy 8 the y-co-occurrence of 3, differs substan-
tially from the y-co-occurrence of 8, then the construction admits
of two groupings, one o {By8). the other « 8 (y8).

VIII. DISCOVERING GROUPINGS

It may be objected that grouping as described in Sections III-VII
is not computable. No algorithm was provided for finding the group-
ings associated with a sentence, Whether there is such an algo.
rithm ig not known, Rather one may hope that there will be at
least a partial algorithm leading to proper groupings if one also
considers other aspects of grammatical analysis. But before an
algorithm is discovered for a problem, it is advisable to state and
study the problem indeperdently of its mechanical decidability.
Some of the groupings are discoverable by empirical methods from
native speakers. We can ask them to put parentheses and encour-
age some alternative groupings of the same sentence., We may
study the intonation patterns. We may ask whether a given place
in a sentence admits of an inirusion, etc.* In discovering proup.
ings, categorization of patenthetical expressions, phraze structure
analysis, transformations, perhaps even translations may prove to
be useful, But to all of them, in turn, grouping is a requirement.
Such interdependence of various approaches to the same data is
well known in science, In such situations we may try to accept
soma peris of one analysis and proceod with another, till we can
return to the first with the additional apparatus of the second line
of thinking; a permanently changing view is a built-in cliaracter-
istic of acientific methed, Still thers is a possibility thet grouping
is not completely discoverable hy purely mechanical procedures.
This would not discredit grouping, but rather mechanical procedures,

IX. GRAMMATICAL CATEGORIES

Parenthetical expressions may be clﬁ.ssiﬁed into grammatical
categories. It is customary to distinguish nouns (N), verbs (V},

tReforence (6), pp. 285-286.
*Several tests for rudimentary grouping sre listed in Reference
(4), Chapter VIIL,
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adjectives (A), adverbs (D), articles (T, prepositions (P), con-
junctions {C), numerals (L) etc. These classifications are done on
the dictionary level, and pertain always to single words. In addi-
tion, grammar speaf(s about noun-phrases % ike a very beauti-
fully woven and painted orange-colored silk scarf} verb-phrases (V,
Tike may have not been able to peraisi), adverbial phrases (A, like
vary beaufifully woven and painted) ete, The grammatical cate.
gories correspond more closely to the classification of phrases
than to the dictionary marks. To define grammatical categories for
a languaye, we accept some catepories as known ab initic, These
primitive categories may still be obtainable by some procedures,
For example, the second word in a two-word sentence is a V. Itis
convenient, of course, to include among the primitive categories
that of a sentence (8). It is a difficult problem what categories
should be listed as primitive for a given language and how to rec-
ognize them. Other grammatical categories are then defined as the
results of combining in one way or another, those grammatical cat-
egories which are already known. Thus one may propose & recur-
give definition of the notion of o grammatical category., The first
part of it specifies primitive categories, The second part of the
definition may be of the following form:

{9.8) If in & sentence 5,%21,...,20-1,Zn41,+++,Z% A€ paren-
thetical expressions of the cabegones Bl, eeesBoct,Bot1sess 8%

respectively and, in S, z; ... z,,.., "y z.,,,l'...hzk i3 of the
category o, and x is a parent,hetxcal oxpression, then x is of the
cat.egoryF(Ot BryeeesBo—ter—sBrnr1s e, Bi)e

Several points have to be stressed. First of all a category is
here understood as a triple relation between the category formed by
the functor* and its arguments, the sequence of the left argument
categories and the sequence of the right argument categories,
Secondly, if categories o and Bi,...,Bn-1+B8n+1y--.3 85 a0
koown to belong to the entire construction, and various z, respec-
tively, then the category of x is computable. We may know the
categnrles either by prlm]twe ass:gnment of some primitive cate-
gories to some expressions, or by previous applications of (9.a).
Then, the analysis of (9.a) is limited to one asingle sentence. An
expression which is a copy of x in another sentence may be of a
different category in that other sentence. Also, the same expres-
sion in S may be assigned to two different categories if we start
computing from other elements, To illustrate, consider the sen-
tence {4.d) with the following primitive assignments (we write the
category by the opening parenthesis):

(9.b) (This (seems (to be)) (a confusion))
gN v N N

*The term functor in this sense was coined by T. Kotarbinski.
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Now (9.a) leads to the following conclusions:
Seems to he is an F (§iN,_ N}
seems is an F(F($;N,_,N);_,V)
ais an F(N;_,N}.

From the assignments (9.b) we cannot find the categories of lo
and of be, Consider now the same sentence with a different primi-
tive assignment:

(9.c) {(This (seems (to be)) (a confusion))

§N \ P NT
Here we may conclude by (9.a) that
seems to be is an FEN,_N)
to be is an F(F(E;'E,_,‘Ij);!,_)
be is an F(F(F(S;N,_,N);V,_);P,.)
confusion is an F{N;T, ),

Again with the assignment
{9.d) (This (seems (to be)) (a confusion))
5N V T

we similarly conclude that

a confusion is an F(5; N, V, )
confusion is an F(F(5;N,V,_}T,.).

X. CLASSES OF CATEGORIES

The approach discussed in section 9 presents some difficulties,
Three of them will be shown here (in the present section and in xi
and xii), The analysis that shows the relationship hetween a func-
tor and its arguments, though elegant, does not answer some im-
portant problems. In

(10.a) Almost all the deans are incompetent

deans, the deans, all the deans, and almost all the deans are noun-
phtages but only the last one forms the noun-phrase which ig the
subject of this sentence, To say that deans is here N is not yet
very instructive. To say that deans is an F(N;D,Q,T, ) does not
exhaust the story, For deansg in

(10.b) Just almost all the deans are incompetent
is F(N;D,D,Q,T,_) and in
{10.c) All dears are incompetent

it is F(N;Q, ). There is however, & common featurs in the roles of
deans in {10.a), (10.b), and (10.c¢). This common feature iz that it
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closes a noun-phrase, One is perhaps led to introduce a class of
categories which are closers of noun-phrases, And similerly, a
class of openets of noun-phrases, Then we can speak about maxi.
mal noun-phrases in a sentence. In an analogous way, one can
form a class of categories that are openers of a verb-phrase and a
class of categories that are closers of a verb-phrase. This leads
to the following extension of (9.a),

{10.d) If in a sentence 8,21,...,Zn—1,Zn4154++, 21 Ar€ PAren-

thetical expressions of the categones Biy.us ,B,,_ 1,48” ATERR ,Bk
ol

respact.wely and, in S,wi ™ w2 2 T 2 e 2y

-~

u” .74, is of tha category ¢, and x is a parenthetical expres-
sion, then X is of a category that is a member of the class F(a,
"'rﬂlf”‘rﬁn-h‘"‘;ﬁn-ﬂ_’“-’}gk’-*')‘

E.g. an article ig always F(N;...,_,...), though we may encoun-
ter a variety of categories to the left and a variety of categories to
the right. Thus, an article is not necessarily a closer or an opener
of a noun-phrase, but is certainly inside a noun-phrase. This in-
formation is of interest on its own. The more information one has
indicating that a given word is an opener, & cloger, or inside & par
ticular kind of a phrase, independently of what other expressions
may enter the phrase, the more easily will a formal or mechanical
analysis of the text be formed,

X1, ENVIRONMENTS

To define noun-phrase closers we will take one more step, We
may admit that an expression is assigned to a category {or to s
class of categories) not only on the strength of what expression
the functor forms and out of what expressions it forms it, but also
on the strength of what occours in the envirorment—independently
of whether the arguments show any formal relation to the environ.
ment. Thus, e.g. word which is classified as a noun, a numeral, a
quantifier, or a pronoun is a noun-phrase closer provided that it
does not occur just before a word which is also a noun, a numeral,
a quantifier or a pronoun, Thus

{1l.a) x is F(N;..., )ifand only if x is Nor L or Q or R and
X41 18 none of these, Once you have a noun-phrase closer you can
oxamine whether or not the preceding word is within the noun-
phrase, _ _ .
{11.b} x is F(N;...,_,F(N;...,_)) if and only if x4 is F(N;
sees )y and x is N,LLAGS,CLQ,T,Bor H

(G=...ing; 8=,,.ed or .,.en; Cl = and, or; B = adjectival pro-
noun, H = that).

In a similar way we can characterize:

(11.c)  xis F(N;...,_,A,F(N;...,.)) if and only if
X4y 18 A and
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x,2 is F(N;...,.) and
x is D,L,A,G,5,C1,Q,T,B or H,

{11.d) x is F(N;...,_,D,A,F(N;...,.)) if and only if
x4t is D and
X4z is A and
X4 18 F(N;.. ., ) and
x is L,A,G,8,C1,Q,T,B, or H.

(i1.e)  xis F(N;...,_,ClL,A,F(N;...,.)) it and only if
%4t 15 Cl and
X42 is A and
X4s is F(N; ..., ) and
x is A,G or 5.

{1L.f) x is F(N;_,F(N;. o)) if
X, is F(N3 .. .,.) and
x is A and
%.y is €l and
X.a is not (A,G,S).

(11.g) xis F;...,_,L,F(N;..., ) if and only if
Xy iz L and
X4s is F(N;...,_1 and
x is L,C1,Q,F,B or H.

(11.h)  xis F(N;_ F(N;..., ) if
x4 is FH;...,.) and
x is L and
X is ClL

ete.

Such characterizations may form a basis for a propram of mech-
anical grammatical analysis and, as a matter of fact, were used in
this role by a linguistic research group at The University of Pen-
sylvania, To use one more illustration, consider the adjectival
phrases. We may propose a routine which recognizes adjectival
phrases by secanning the sentence from right to left. A tree for rec-
ognition of Z is shown in Fig. 1. The squares contain instructions.
Instead of this tree we can write the following six formulas:

(11.1) xis F(A;..., ) if and only if x is A and x4, is not A, _
{1Lj) x .is FA;...,_,F(A;.. +5.)) if and only if x4, is F(A;
«+sy.) and either x is C and x_; is A, or x is D and x_¢ is C or D,
or x is A. _ _

(11.k) x is F(A;...,_,C,F(A;...,)) if and only if x is A, x4y
is C, and x4g is F{A;...,).

(11.1)  xis F{A;...,_.D,F(A;...,}) if and only if x4, is D, x4
is F(A;...,_) and either x is C and x_; is D, or x is D,
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Fig. 1. Steps Toward Grammatical Recognition.

(1l.m)  x is F{A;...,_,C,D,F(A;...,))) if and only if x is D,
X41 18 C, %49 i D, and x4 s F(A; ..,

{(il.n) x is F(A;_,...) if and only if either x iz A, x; is C and
¥-g isnot A, or x is D, x4 is A, X1 is C, and x—a is not D, or x is
D, x,y is A, x42 is neither C nor D, or x is A and x.; is neither C
nor D nor A,

XII, DOUBLE CLASSIFICATION
A substantial complication occcurs with subordinate clauses.

{12.a) To a man who was poor John gave money,

Who in this ease plays a double role; as a clause opener and as
a noun. One is tempted to give to it a classification which will
allow 8 man to be ‘“‘cancelled’ twice: once with the first N of
F(S;P,N,N,_,K) for gave, the second time with N in F(3;N_,A} for
was, This solution would seen attractive when A must agree in
gender and in number with the first N, A clause opener like who,
which, what, where, when, why, whosa, etc. all occur in front of
not complete sentences and call for a double classification,*

*Hareis (6) (p. 308) divides them into two morphemes; the wh-
element and -g, -ich, -at (these are N}, -ose (A), -y (PN), ete.
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XIH. OTHER METHODS

To close the discussion let ug stress that the presented methods
do not exhaust the fruitful methods of grammatical analysis.
Tranaformational aralysis, e.g., was not mentioned here, And let
us recall that the problem of primitive categories remains open and
demands completely new methods; to establish some categories ab
initio we cannot treat the categories as relations in the same way
a8 it was done above.
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