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Abstract

Currently, a great effort is being carried out in the dig#ation of large historical document collections for preaéon purposes.
The documents in these collections are usually written iieam languages, such as Latin or Greek, which limits thessof the
general public to their content due to the language barTieerefore, digital libraries aim not only at storing raw igpea of digitalised
documents, but also to annotate them with their correspaneixt transcriptions and translations into modern laggaaUnfortunately,
ancient languages have at their disposal scarce electresiurces to be exploited by natural language processitmitpies. This
paper describes the compilation process of a novel Latbal@aparallel corpus as a new task for statistical macharestation (SMT).
Preliminary experimental results are also reported usisigiz-of-the-art phrase-based SMT system. The resuliemieed in this work
reveal the complexity of the task and its challenging, bteriesting nature for future development.

1. Introduction 2. Paragraph alignment: Extracting and mapping parallel

Nowadays large historical document collections residing i segments of text.
libraries, museums and archives are being digitalised for 3. Preprocessing: Normalisation and tokenisation of text
preservation purposes and to make them available world-  in order to reduce corpus complexity.
yvidg through Iargg on-line di_gital Iibrari_es. The main ob- 4 Paragraph splitting: Dividing paragraphs into sen-
jective, however, is not to simply provide access to raw tences.
images of digitised documents, but to annotate them with
their real informative content and, in particular, with ttex
transcriptions and, when convenient, text translations to
Documents in historical collections are written in archaicThe objective behind this process is to simplify the task
forms of current official languages, as well as, in dead lanof word alignment that lies at the core of state-of-the-art
guages such as Latin or Greek. This fact limits the accesphrase-based SMT systems. From a probabilistic view-
of the general public to this information, which is not being point, a word in one language can be a potential translation
fully exploited due to the language barrier. Unfortunately of any word in other language. Aligning at the sentence
there exist scarce electronic resources for these aneient| level allows us to reduce the number of possible words to
guages suitable to be used in natural language processinghich a word in one language can be aligned (translated) in
(NLP), and more precisely in SMT. the other language. This simplification improves the qual-
Parallel texts for NLP purposes involving ancient lan-ity of word-alignment statistical models, and therefore th
guages, such as Latin, have been previously comtranslation quality of phrase-based SMT systems.
piled (Resnik and others, 1999). However, to the best of )
our knowledge, they have never been published as a SM#-1.  Text Extraction
task. This work presents the harvesting process of a new this section, we briefly describe the extraction of ravt tex
Latin-Catalan parallel corpus. This corpus was employedrom files in PDF format, and the layout of the raw text.
as a SMT task and initial experimental results obtained withThe original book is th&aturnaliaby Ambrosius Theodo-
a state-of-the-art phrase-based SMT system are reported.sius Macrobius, a Roman grammarian and Neoplatonist
The rest of the paper is structured as follows. Next secphilosopher born in the fourth century. The Latin-Catalan
tion describes the compilation of the corpus, from text ex-version of the bookis part of theBernat Metgecollection,
traction and paragraph alignment to paragraph splittiny anpublished by thénstitut Camie®.
sentence alignment. Section 3. is devoted to the desariptioThe Institut Cambo kindly provided us with files in PDF
of the experiments and results. Finally, Section 4. disesiss format of this book. Each file contains the original text
the conclusions and future work ahead. in Latin and its corresponding translation in Catalan in
. a two-column format. As usual in Greco-Roman books,
2. Corpus Collection each paragraph is tagged with a sequential number between

This section describes how the raw data originally in PDFprackets, known as versicle number. As the reader could
format was transformed into a sentence-aligned Latinguess, versicle numbers are vital in paragraph alignment.
Catalan parallel corpus. This involves five steps that arerhis will be explained in the next section.
common in the compilation of almost any parallel corpus: In order to extract the text from the PDF files, we initially

1. Text extraction: Obtaining the raw data. converted these PDF files into files_ in HTMI_. fotmat us_ing

the standargdftohtmitool found in Linux distributions. Fi-

Work supported by the EC (FEDER/FSE) and the Spanishna"y’ we adequately parsed the HTML files to extract the

MEC/MICINN under the MIPRCV “Consolider Ingenio 2010" 'aW text.

pcrggigrf) ;ﬁil?gga%?s-g O(gllﬁl)z’oct)g?ldlgfln)sI;?ocjegsm:r?é) Gt}]l,as?:gpfb hitp://en.wikipedia.org/wiki/Ambrosiu¥heodosiusMacrobius
2 . P —

scholarship AP2006-00691. Also supported by the Spanish Ml 3http:”b°°ks'9°°9le'Com/bOOKS?'d‘Bthmlm

TyC under the erudito.com (TSI-020110-2009-439) project. http://www.bernatmetge.com

5. Sentence alignment: Mapping sentences from one lan-
guage to sentences in the other language.
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2.2. Paragraph alignment

In our case, the task of paragraph alignment was great
simplified by the use of versicle numbers. Paragraphs th
were translation of each other received the same versig
number. Thus, we just had to output those pairs of Latin
Catalan paragraphs sharing the same versicle number.

2.3. Normalisation and Tokenisation

Once the corpus was aligned at the paragraph level, we cq
verted it into lowercase, and separate punctuation mar,
from words by a tokenisation process. Lowercasing an

tokenisation are conventional preprocessing steps in hatra cura en llur crianga i llur educacio , fins al punt que

vesting parallel corpora. As a result, the vocabulary siZ
is significantly reduced and word spelling differences ar
eliminated. In our case, lowercase and tokenisation scrip

Latin: multas uariasque res in hac uita nobis , eustath
lynatura conciliauit ; sed nulla nos magis quam eorum g
diobis essent procreati caritate deuinxit, eamqgue nostr
[ais educandis atque erudiendis curam esse uoluit , ut
entes neque, siid quod cuperent ex sententia cederet]
tum ulla alia ex re uoluptatis , neque , si contra eueni
tantum maeroris capere possint .

Catalan: la natura , eustati, fill meu , ens ha donat mo
Mdiverses coses en aquesta vida , perd no ens ha di
KSat cap lligam tan fort com |’ afecte envers aquells qui
@stat procreats per nosaltres , i ha volgut que posem I3

Eares no poden atenyer cap plaer més immenssis’'e
Bsatisfactoriament alldo que anhelen i, en canvi, els @l
fla més gran de les tristeses si succeeix tot el contrari .
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are those of the ACL 2009 Workshop on SMT (Callison

Burch and others, 2009), Example 1: Sentence pair generated by the automatic sen-

tence splitting and alignment process.
2.4. Paragraph splitting and sentence alignment
e

Paragraph splitting is an ill-posed problem regarding the, . . .
segmentation of paragraphs into smaller sense units. Pargj_smnal language that uses suffixes attached to fixed stems

graph splitting is then followed by a process of aligningtO gxpress genql_i(, nllumb.er,_ and case.mkadjectlvesd ntl)uns,
sentences from one language to their corresponding tran&11C pronouns. 1nis mg.wst_lc Process Is known as decien-
lation sentence in other language. sion. Howeve_r,.declens[on in Qatalan is re_placed with the
To solve these problems we have followed two approache Ise of prepositions. This fact is reflected in Catalan sen-
Initially, we employed automatic statistical techniques t ¢

ences being much longer than their corresponding Latin
perform paragraph splitting and sentence alignment. HOW__ransIanons. On the other hand, word order is not preserved
ever, the poor translation results obtained with this ap

in both languages. For example, the verb is located at the
proach led us to consider the manual segmentation an nd of the sentence in Latin, while in Catalan, the verb usu-
alignment by an expert. In this section, we provide detail

ly appears in the middle of the sentence. Word reordering
of both approaches and discuss the problems faced with tHE€P US from defining monotone word alignments, adding
automatic approach.

complexity to the task of splitting paragraphs and aligning
sentences.

2.4.1. Automatic splitting and sentence alignment As mentioned above, experimental results obtained on this
Automatic splitting is usually carried out on the basis of version of the parallel Latin-Catalan corpus were very poor
punctuation marks, such as the period, the semicolon, th&herefore, we had to revert to human expertise to success-
colon and the comma. A subset of these four punctuatiofully address the task of paragraph splitting and sentence
marks defines what we refer to aschor words However,  alignment.

we are fully aware that an anchor word may introduce am-

biguity in the segmentation process. This is the case of thé.4.2. Manual segmentation and alignment

period that appears in abbreviations. The manual segmentation was carried out by a human ex-
Regarding sentence alignment, there is considerable-prevpert that was instructed to divide paragraphs into minimum
ous work. In (Gale and Church, 1993), the authors presense units that could be aligned monotonically. An ad-
sented an algorithm that aligns sentences of similar lengtfitional constraint was to keep sentence lengths under 40
and merges sentences if necessary. One extension of th@rds in both languages, whenever possible. Moreover,
algorithm consists in incorporating word correspondence#he expert was asked to annotate text fragments in Greek
within sentence pairs (Melamed, 1999; Varga and oth-appearing in the Latin text, as well as their corresponding
ers, 2005). In our case, we employed the RecAlign algotranslations into Catalan. A manually split and aligned sen
rithm (Nevado and others, 2004). RecAlign is a greedy altence is shown in Example 2.

gorithm based on a statistical dictionary, that recurgivel

computes sentence alignments on the basis of a predeatin: multas uariasque res in hac uita nobis , eustathi
fined set of anchor words. The statistical dictionary wasnatura conciliauit ;

trained using a extended version of the well-known 1B . -
Model 1 (Gonzalez-Rubio and others, 2008). This mod ‘Catalan. la natura , eustati
estimates a statistical dictionary from a predefined segmen i
tation of paragraphs in both languages. The segmentationExample 2: Sentence pair generated by a human expert.
is provided by anchor words.

However, the sentence-aligned corpus obtained as a resitgure 1 shows, for Latin and Catalan, the accumulated per-
of this automatic process presents a major drawback. Asentage of number of sentences up to a certain sentence-
shown in Example 1, sentence pairs tend to be excessivelgngth range. Light grey bars represent sentence lengths
long to adequately train a SMT system. obtained by applying the automatic approach, while dark
Paragraph splitting and sentence alignment is partigularigrey bars show the manual approach. As observed in Fig-
difficult between Latin and Catalan due to substantial lin-ure 1, the manual segmentation provided a parallel corpus
guistic differences. On the one hand, Latin is a syntheticwith shorter sentences than the automatic segmentation. In

fili

, fill meu , ens ha donat mojtes

diverses coses en aquesta vida ,
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Acc. % of sentences Latl n Ca‘talan
T p— il # sentences 7172
oo T = = = # running Kwords 118 183
w0 | A vocabulary (Kwords) 23 17
wl | singletons (Kwords) 14 10
singletons ratio (%) 62 56
T i Average length 16 25
50 1 Perplexity (5-gram) 368 103

40
ol Table 1: Basic statistics for Saturnalia.

10

1 3. Experiments and results

® o1 1120 2130  av40 4150 5160 6170 7L Once the Saturnalia corpus was preprocessed and sentence
Sentencerlength range aligned, a series of experiments were performed in order to
(a) Latin test the capabilities of a state-of-the-art phrase-bas&H S

Acc. % of sentences
100

system when translating from Latin to Catalan.

Manual == To deploy our Latin-Catalan phrase-based SMT system,
B S —  we used the publicly availablkloses toolkit(Koehn and
i others, 2007). Moses allows us to train a state-of-the-art
phrase-based SMT system (Koehn et al., 2003) with little
effort, as well as, to smoothly integrate linguistic infam
tion from diverse sources (Koehn and Hoang, 2007). This
1 feature is specially important in the case of working with
A a small corpus, where morphological, syntactic, or seman-
tic sources of information boost the performance of SMT
systems (NieRen and others, 2000).

wl
wl
ol
sl
wl
w0l
ol
. 3.1. Experimental Setup

T T Given the small size of the Saturnalia corpus, we design a
Sentence-length range 10-fold cross validation experiment to obtain more robust
(b) Catalan results. This means that the corpus was split into 10 parti-
tions of equal size. Eight partitions were devoted to train

Figure 1: Accumulated histogram for the percentage ofhe phrase-based SMT system, while the other two parti-

number of sentences (y axis) in (a) Latin and (b) Catalan u[\?qc;ns were used as development and test sets, respectively.

to a given sentence-length range (x axis), after paragraph/e repeated this process times sh|ft|ng_ training, devel-

splitting and sentence alignment. Light grey bars repreoPmentand test sets across the 10 partitions.

sent sentence lengths obtained by applying the automatfds mentioned above, the training set was used to gener-

approach, while dark grey bars show the manual approactfte & phrase-based SMT system. Current SMT systems are
a log-linear combination of models whose weights need

to be optimise on a development set according to a trans-

lation quality criterion. In our case, the Moses toolkit
deed 90% of the sentences given by the manual segmentaprovides MERT (Och, 2003), a piece of software to op-
tion are below30-40 words, while lengths of0 or more  timise the weights of a log-linear model according to the
words are needed to cover the’ of the sentences for au- BiLingual Evaluation Understud{BLEU) (Papineni and
tomatic segmentation. For this reason, hereafter the expefothers, 2002) score. BLEU antranslation Edit Rate
mental results reported in this paper were computed on th€TER) (Snover and others, 2006) metrics are computed on
manually split and aligned version of Saturnalia. the test set. BLEU score is an accuracy measure of the de-
A set of basic statistics of Saturnalia is reported in Table 19'€€ ofn-grant overlapping between the system and the
A priori, the first problem that we can observe is the smallreference transla_non. TE_R is an error metric that measures
size of the corpus with only seven thousands sentenced€ number of edit operations to convert the system transla-
compared to the millions of sentence pairs available irdarg tion into the reference translation. Finally, BLEU and TER
parallel corpus. Furthermore, the high ratio between sinScores reported are the average values calculated over the
gletond and vocabulary size denotes the complexity of the€St set of the 10 folds.
task. For instance, this ratio goes up6@y in Latin, that 32 | ing linquistic inf .
is, 62% of the words only occurs once in the whole corpus.™ ncorporating linguistic information
Another figure supporting the difficulty of the task is the To collect and extract linguistic information from Latin

perplexity for Latin computed as the average of a 10-foldand Catalan texts we used two freely available linguistic
cross validation setup. tools, Word$ for Latin andFreeLing (Atserias and others,
2006) for Catalan. Words and Freeling work with individ-

®A sequence of. consecutive words in a sentence.
“Words with a single occurrence in the whole corpus Shttp://users.erols.com/whitaker/words.htm
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ual words providing lemma and suffix, along with morpho- help to improve the translation quality of the system. We
syntactic information. believe that this unexpected behaviour is due to the large
Thus, we define four Latin-Catalan SMT systems dependaumber of singletons and the poor quality of the word align-
ing on the linguistic information integrated into the syste  ments that feed our phrase-based SMT systems.
However, if we simplify the task by splitting Latin words
e Baseline Conventional SMT system trained on the into lemma and suffix, we observe an improvement of 5%
original corpus, adding no linguistic information at all. in BLEU score. This fact is explained by Latin declension,
e Baseline + Catalan MorphoWe incorporate morpho- since splitting Latin words into lemma and suffix allow to
syntactic (POS-tagging) information in the baselineseparately align them to content and function words, re-
SMT system to improve number and gender agreespectively, in Catalan. These better alignments lead us, in
ment in Catalan. This is achieved by first generat-this case, to better translation quality.
ing POS-tags from translated words, and then using .
a POS-tag language model smoothly integrated in a 4. Con(_:IUSIOnS and.fl.,l'.(ure work ]
log-linear fashion into the baseline system. This paper_descrlbgs the acquisition and preprocessing
« Baseline + Morpho Latin and Catalan morpho- of S_atprnalla, a L.atln—CataIan paralllel corpus for SMT.
syntactic information is provided not only to translate Préliminary experimental results using a state-of-tite-ar

at the word level (word translation), but also at the Phrase-based SMT system are also reported.
POS-tag level (POS-tag translation). Independentl)We are currently working on increasing the size of the

from the POS-tag translation, translated Catalan wordbatin-Catalan parallel corpus. To this purpose, we have at
generate POS-tags that have to be compatible Witﬁ)urdlsposal a new book from the Bernat Metge collection,

those obtained by the POS-tag translation. This proIhe Epistolaria by Sidonio Apolinaf. This_ book is being
cess adds an additional constraint with respect to th@€Processed to be appended to the Latin-Catalan corpus.
previous scenario, and it is thought to produce bettef N2y, given the limited size of the corpus, we plan to ex-

results since compatible POS-tags must be generatteOit other linguistic resources such as bilingual diction
by two alternative paths. les in order to enhance word alignments and ensure their

« Lemma + Suffixin this scenario Latin words are split correctness. We expect that superior alignments in this tas

into lemma and suffix according to the tool Words, andWIII resultin better phrase-based SMT systems.
employed to train a phrase-based SMT system. The 5. References
aim behind this scenario is to partially revert the de-; atserias et al. 2006. Freeling 1.3: Syntactic and seman-
clension process in Latin, so that suffixes in Latin can - services in an open-source NLP library.UIREC
be translated into prepositions in Catalan. This split-c_ Callison-Burch et al. 2007. (Meta-) Evaluation of Ma-
ting process reduces the Latin vocabulary by half, the chine Translation. IWSMT pages 136—158.
nur_nber of singletpns by 20% and the perplexity OfC. Callison-Burch et al. 200é. Findings of the 2009 Work-
Latin almost by third. shop on SMT. INWSMT pages 1-28.
33 Results W. Gale a_nd K Church. 1993. A program for aligning sen-
o tences in bilingual corporaComp. Ling, 19(1):75-102.

Table 2 presents the translation quality assessment of thg 5onzalez-Rubio et al. 2008. A novel alignment model
four Latin-Catalan SMT systems described in Section 3.2.. inspired on IBM Model 1. IFEAMT, pages 47-56.

Results are reported in terms of BLEU score and TER.  p kgehn and H. Hoang. 2007. Factored translation mod-
els. INEMNLP-CoNLL pages 868-876.

. BLEU TER P. Koehn et al. 2007. Moses: Open source toolkit for sta-
Basel!ne 109 80.9 tistical machine translation. IACL, pages 177-180.
E:gg::gg I &iﬁ:ﬁg Morphp 188 gij P. Koehn, F.J. th, and D. Marcu. 2003. Statistical phrase-
Lemma + Suffix 11'6 80.8 based translation. I_NAACL, pages 43—54. _

. - I. Melamed. 1999. Bitext maps and alignment via pattern

recognition.Computational Linguistic25:107-130.
F. Nevado et al. 2004. Bilingual corpora segmentation us-
ing bilingual recursive alignments. [TH.
, ) S. NieBen et al. 2000. Improving smt quality with morpho-
Generally speaking, BLEU score and TER obtained when syntactic analysis. IACL, pages 1081-1085.

translating from Latin to Catalan are lower than those reE 37 0Och. 2003. Minimum error rate training in statistical
ported between European languages (Callison-Burch and rﬁachiﬁetran;slation. IACL, pages 160—167.

_others, .2007)' As mentioned in Section 2., the complex-K. Papineni et al. 2002. BLEU' a method for automatic
ity of this task poses a real challenge for a SMT system. evaluation of MT. INACL, page.s 311-318

First, the most notable drawback is the size of the corpus, B Resnik et al. 1999. The bible as a parallel corpus: An-
few thousands sentence pairs are not enough to adequately , . P pus:

train a SMT system. This drawback is accentuated due tR/I ng:]eg:/neg: ';htealboz%lzgf ch\)g?ut(;mg??r%h with taraeted hu-
the complexity of the Latin language as proved by the fig- .man annotatibn IAMTA a yes 223231 9

ures presented in Table 1. Other peculiarities of this Latin | 206 P ”p Ig ¢ ' dium densi
Catalan corpus are its literary style and the existencexof te D. Varga et al. 5. Parallel corpora for medium density
fragments in Greek. languages. IfRANLP pages 590-596.

Taking this into consideration, we observe in Table 2 that

the incorporation of morpho-syntactic information does no  "http://en.wikipedia.org/wiki/Sidoniugpollinaris

Table 2: BLEU and TER evaluation of the four Latin-
Catalan SMT systems described in Section 3.2.
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