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Outline

• What is statistical machine translation? 

• A quick survey:

• Language modeling

• Phrase-based translation and decoding

• Word alignment

• Translation evaluation
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One naturally wonders if the problem 
of translation could conceivably be 

treated as a problem in cryptography.  
When I look at an article in Russian, I 

say: ‘This is really written in 
English, but it has been coded in 
some strange symbols. I will now 

proceed to decode.’

Warren Weaver to Norbert Wiener, March, 1947
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How do we model 
coding problems like this?
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Claude Shannon. “A Mathematical Theory of 
Communication” 1948.
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Claude Shannon. “A Mathematical Theory of 
Communication” 1948.

Encoder
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Received
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Recovered
message

Shannon’s theory tells us:

1) the limits of compression
2) why your download is so slow
3) how to recognize speech
4) how to translate
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Probability and language
• Event spaces are the output spaces of various 

processes that generate language

• Language is a discrete combinatoric system

• (Nice math: sums instead of integrals!)

• Probability is robust: even with inaccurate models, 
we can do well

• The “art” of probability modeling is coming up with 
models that are easy to work with and close to 
realty
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Example
Imagine a many-sided die,
only instead of numbers,
there are English words.

By rolling this die, we can “generate” a single word.
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Example
Imagine a many-sided die,
only instead of numbers,
there are English words.

By rolling this die, we can “generate” a single word.

What if we want to generate sentences?
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Example
Imagine a many-sided die,
only instead of numbers,
there are English words.

After each word, flip a coin to decide
whether to stop, or roll again.

By rolling this die, we can “generate” a single word.

What if we want to generate sentences?
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Some notation

P (A | B) =
P (A,B)

P (B)

�
=

P (A ∩B)

P (B)

�

P (A,B) = the probability that both A and B occur

P (A | B) �= P (B | A)

P (A,B) = P (B,A)

Bivariate models are be useful for relating
words/sentences/documents in two languages.
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Claude Shannon. “A Mathematical Theory of 
Communication” 1948.
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“Noisy” 
channel Decoder

Y X M �

Sent
transmission

Received
transmission

Recovered
message

p(y) p(x|y)

Y �

y� = argmax
y

p(y|x)

= argmax
y

p(x|y)p(y)
p(x)

= argmax
y

p(x|y)p(y)
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“Noisy” 
channel Decoder

Y X M �

Sent
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p(y) p(x|y)

Y �

y� = argmax
y

p(y|x)

= argmax
y

p(x|y)p(y)
p(x)
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y

p(x|y)p(y)

�=

I can help.
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“Noisy” 
channel Decoder

Y X M �

Sent
transmission

Received
transmission

Recovered
message

Y �

y� = argmax
y

p(y|x)

= argmax
y

p(x|y)p(y)
p(x)

= argmax
y

p(x|y)p(y)
Denominator doesn’t depend on    .y
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e� = argmax
e

p(f|e)p(e)
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Sent
transmission

Received
transmission

Recovered
message

“Noisy” 
channel Decoder

Y X M �Y �

English “French” English’

y� = argmax
y

p(x|y)p(y)

e� = argmax
e

p(f|e)p(e)

translation model language model

Other noisy channel applications: OCR, speech 
recognition, spelling correction...
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Division of labor

• Translation model

• probability of translation back into the 
source

• ensures adequacy of translation

• Language model

• is a translation hypothesis “good” English?

• ensures fluency of translation
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Language Model

• p(e) is typically modeled with n-grams 
(Lecture later this week)

• State-of-the-art in MT is 5-grams

• Why does context matter?
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Translation Model

Q: What translates into what?

Q: And with what probability?

A: Look in a dictionary?

p(f|e)

A: Ask people what they think?

A: Everything into everything?

A: Let’s figure it out from data!
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Greek

Egyptian
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Putting the pieces 
together
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p(e)
LM

learner

English
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p(f | e)
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English français
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e� = argmax
e

p(e | f)

decoder

S'il vous plaît traduire...

Please translate...
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English français
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e� = argmax
e

p(e | f)

decoder

S'il vous plaît traduire...

Please translate...
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Phrase-based translation

Koehn

Och Marcu

Tuesday, September 6, 2011



Translation model

• p(f|e) - the probability of a foreign 
sentence given an English translation

• f = Je voudrais un peu de frommage.

• e1 = I would like some cheese.

• e2 = I would like a little of cheese.

• e3 = There is no train to Barcelona.
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Translation model

• p(f|e) - the probability of a foreign 
sentence given an English translation

• f = Je voudrais un peu de frommage.

• e1 = I would like some cheese.

• e2 = I would like a little of cheese.

• e3 = There is no train to Barcelona.
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Translation model

• p(f|e) - the probability of a foreign 
sentence given an English translation

• f = Je voudrais un peu de frommage.

• e1 = I would like some cheese.

• e2 = I would like a little of cheese.

• e3 = There is no train to Barcelona.

~ 0.9

~ 1.0

>> 0.00001
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Translation model

• How do we parameterize p(f|e)?

• This will be really sparse! Plus, we know 
that translations of “similar” sentences are 
themselves “similar”.

p(f | e) = count(f, e)

count(e)
?
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Translation model
• With a latent variable, we introduce a 

decomposition into phrases which translate 
independently:

p(f,a | e) = p(a)
�

�e,f�∈a

p(f | e)

p(f | e) =
�

a∈A
p(a)

�

�e,f�∈a

p(f | e)We can then marginalize to get p(f|e):

e =

f = Morgen fliege ich nach Trento zur Konferenz

Tomorrow will flyI in Trentoto the Konferenz
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Translation model
• With a latent variable, we introduce a 

decomposition into phrases which translate 
independently:

p(f,a | e) = p(a)
�

�e,f�∈a

p(f | e)

p(f | e) =
�

a∈A
p(a)

�

�e,f�∈a

p(f | e)We can then marginalize to get p(f|e):
a =

e =

f = fliege ich nach Trento zur Konferenz

will flyI in Trentoto the Konferenz

Morgen

Tomorrow
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Translation model
• With a latent variable, we introduce a 

decomposition into phrases which translate 
independently:

p(f,a | e) = p(a)
�

�e,f�∈a

p(f | e)

p(f | e) =
�

a∈A
p(a)

�

�e,f�∈a

p(f | e)We can then marginalize to get p(f|e):
a =

e =

f = fliege ich nach Trento zur Konferenz

will flyI in Trentoto the Konferenz

Morgen

Tomorrow

p(Morgen|Tomorrow)
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Translation model
• With a latent variable, we introduce a 

decomposition into phrases which translate 
independently:

p(f,a | e) = p(a)
�

�e,f�∈a

p(f | e)

p(f | e) =
�

a∈A
p(a)

�

�e,f�∈a

p(f | e)We can then marginalize to get p(f|e):
a =

e =

f = ich nach Trento zur Konferenz

I in Trentoto the Konferenz

Morgen

Tomorrow

fliege

will fly

p(Morgen|Tomorrow) x p(fliege|will fly)
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Translation model
• With a latent variable, we introduce a 

decomposition into phrases which translate 
independently:

p(f,a | e) = p(a)
�

�e,f�∈a

p(f | e)

p(f | e) =
�

a∈A
p(a)

�

�e,f�∈a

p(f | e)We can then marginalize to get p(f|e):
a =

e =

f = nach Trento zur Konferenz

in Trentoto the Konferenz

Morgen

Tomorrow

fliege

will fly

p(Morgen|Tomorrow) x p(fliege|will fly)

ich

I

x p(ich|I)
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Translation model
• With a latent variable, we introduce a 

decomposition into phrases which translate 
independently:

p(f,a | e) = p(a)
�

�e,f�∈a

p(f | e)

p(f | e) =
�

a∈A
p(a)

�

�e,f�∈a

p(f | e)We can then marginalize to get p(f|e):
a =

e =

f = zur Konferenz

to the Konferenz

Morgen

Tomorrow

fliege

will fly

p(Morgen|Tomorrow) x p(fliege|will fly)

ich

I

x p(ich|I)

nach Trento

in Trento

x ... 
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Translation model
• With a latent variable, we introduce a 

decomposition into phrases which translate 
independently:

p(f,a | e) = p(a)
�

�e,f�∈a

p(f | e)

p(f | e) =
�

a∈A
p(a)

�

�e,f�∈a

p(f | e)
Marginalize* to get p(f|e):

*Searching in a model with this marginalization turns out to be 
NP-hard; it’s often approximated with a max operator.
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Phrases

• Contiguous strings of words (discontiguous 
variants after the break and in the lab)

• Phrases are not necessarily syntactic 
constituents

• Extracted from parallel corpora annotated 
with word alignments
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Phrase Tables

das Thema

the issue 0.41

das Thema
the point 0.72

das Thema
the subject 0.47

das Thema

the thema 0.99

es gibt
there is 0.96

es gibt
there are 0.72

morgen tomorrow 0.9

fliege ich
will I fly 0.63

fliege ich will fly 0.17fliege ich

I will fly 0.13

f e p(f | e)

*In practice many other features can be included in phrase tables which 
are used in a different, but related, parameterization.
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Learning the Phrase Table

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Growing Heuristic p
GROW-DIAG-FINAL(e2f,f2e):
neighboring = ((-1,0),(0,-1),(1,0),(0,1),(-1,-1),(-1,1),(1,-1),(1,1))
alignment = intersect(e2f,f2e);
GROW-DIAG(); FINAL(e2f); FINAL(f2e);

GROW-DIAG():
iterate until no new points added

for english word e = 0 ... en
for foreign word f = 0 ... fn

if ( e aligned with f )
for each neighboring point ( e-new, f-new ):

if ( ( e-new not aligned and f-new not aligned ) and
( e-new, f-new ) in union( e2f, f2e ) )

add alignment point ( e-new, f-new )
FINAL(a):
for english word e-new = 0 ... en

for foreign word f-new = 0 ... fn
if ( ( e-new not aligned or f-new not aligned ) and

( e-new, f-new ) in alignment a )
add alignment point ( e-new, f-new )

Philipp Koehn, University of Edinburgh 31
– p.31

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Phrase-Based Translation p
Morgen  fliege  ich   nach Kanada  zur Konferenz

Tomorrow  I  will fly   to the conference  in Canada

Foreign input is segmented in phrases
– any sequence of words, not necessarily linguistically motivated

Each phrase is translated into English

Phrases are reordered

See [Koehn et al., NAACL2003] as introduction

Philipp Koehn, University of Edinburgh 32
– p.32

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Advantages of Phrase-Based Translation p
Many-to-many translation can handle non-compositional

phrases

Use of local context in translation

The more data, the longer phrases can be learned

Philipp Koehn, University of Edinburgh 33
– p.33

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

How to Learn the Phrase Translation Table? p
Start with the word alignment:

Maria no daba una
bofetada

a la
bruja

verde

Mary

witch

green

the

slap

not

did

Collect all phrase pairs that are consistent with the word

alignment

Philipp Koehn, University of Edinburgh 34
– p.34

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Consistent with Word Alignment p
Maria no daba

Mary

slap

not

did

Maria no daba

Mary

slap

not

did

X

consistent inconsistent

Maria no daba

Mary

slap

not

did

X

inconsistent

Consistent with the word alignment :=
phrase alignment has to contain all alignment points for all covered words

AND

Philipp Koehn, University of Edinburgh 35
– p.35

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Word Alignment Induced Phrases p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green)

Philipp Koehn, University of Edinburgh 36
– p.36
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Consistent Phrases

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Growing Heuristic p
GROW-DIAG-FINAL(e2f,f2e):
neighboring = ((-1,0),(0,-1),(1,0),(0,1),(-1,-1),(-1,1),(1,-1),(1,1))
alignment = intersect(e2f,f2e);
GROW-DIAG(); FINAL(e2f); FINAL(f2e);

GROW-DIAG():
iterate until no new points added

for english word e = 0 ... en
for foreign word f = 0 ... fn

if ( e aligned with f )
for each neighboring point ( e-new, f-new ):

if ( ( e-new not aligned and f-new not aligned ) and
( e-new, f-new ) in union( e2f, f2e ) )

add alignment point ( e-new, f-new )
FINAL(a):
for english word e-new = 0 ... en

for foreign word f-new = 0 ... fn
if ( ( e-new not aligned or f-new not aligned ) and

( e-new, f-new ) in alignment a )
add alignment point ( e-new, f-new )

Philipp Koehn, University of Edinburgh 31
– p.31

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Phrase-Based Translation p
Morgen  fliege  ich   nach Kanada  zur Konferenz

Tomorrow  I  will fly   to the conference  in Canada

Foreign input is segmented in phrases
– any sequence of words, not necessarily linguistically motivated

Each phrase is translated into English

Phrases are reordered

See [Koehn et al., NAACL2003] as introduction

Philipp Koehn, University of Edinburgh 32
– p.32

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Advantages of Phrase-Based Translation p
Many-to-many translation can handle non-compositional

phrases

Use of local context in translation

The more data, the longer phrases can be learned

Philipp Koehn, University of Edinburgh 33
– p.33

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

How to Learn the Phrase Translation Table? p
Start with the word alignment:

Maria no daba una
bofetada

a la
bruja

verde

Mary

witch

green

the

slap

not

did

Collect all phrase pairs that are consistent with the word

alignment

Philipp Koehn, University of Edinburgh 34
– p.34

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Consistent with Word Alignment p
Maria no daba

Mary

slap

not

did

Maria no daba

Mary

slap

not

did

X

consistent inconsistent

Maria no daba

Mary

slap

not

did

X

inconsistent

Consistent with the word alignment :=
phrase alignment has to contain all alignment points for all covered words

AND

Philipp Koehn, University of Edinburgh 35
– p.35

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Word Alignment Induced Phrases p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green)

Philipp Koehn, University of Edinburgh 36
– p.36

Tuesday, September 6, 2011



Consistent Phrases

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Growing Heuristic p
GROW-DIAG-FINAL(e2f,f2e):
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Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Word Alignment Induced Phrases (2) p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch)

Philipp Koehn, University of Edinburgh 37
– p.37

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Word Alignment Induced Phrases (3) p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch),
(Maria no daba una bofetada, Mary did not slap),
(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch)

Philipp Koehn, University of Edinburgh 38
– p.38
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Word Alignment Induced Phrases (4) p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch),
(Maria no daba una bofetada, Mary did not slap),
(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch),
(Maria no daba una bofetada a la, Mary did not slap the),
(daba una bofetada a la bruja verde, slap the green witch)

Philipp Koehn, University of Edinburgh 39
– p.39
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Word Alignment Induced Phrases (5) p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch),
(Maria no daba una bofetada, Mary did not slap),
(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch),
(Maria no daba una bofetada a la, Mary did not slap the),
(daba una bofetada a la bruja verde, slap the green witch),
(no daba una bofetada a la bruja verde, did not slap the green witch),
(Maria no daba una bofetada a la bruja verde, Mary did not slap the green witch)

Philipp Koehn, University of Edinburgh 40
– p.40
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Probability Distribution of Phrase Pairs p
We need a probability distribution over the

collected phrase pairs

Possible choices

– relative frequency of collected phrases:
count
count

– or, conversely

– use lexical translation probabilities

Philipp Koehn, University of Edinburgh 41
– p.41

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Reordering p
Monotone translation
– do not allow any reordering

worse translations

– however: limiting reordering to maximum movement helps

Distance-based reordering cost
– moving a foreign phrase over words: cost

Lexicalized reordering model
– p(monotone e,f)

– p(swap e,f)

– p(-3 e,f)

Philipp Koehn, University of Edinburgh 42
– p.42

Consistent Phrases
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Word Alignment Induced Phrases (2) p
Maria no daba una

bofetada

a la

bruja
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Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch)

Philipp Koehn, University of Edinburgh 37
– p.37
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Word Alignment Induced Phrases (3) p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch),
(Maria no daba una bofetada, Mary did not slap),
(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch)

Philipp Koehn, University of Edinburgh 38
– p.38
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Word Alignment Induced Phrases (4) p
Maria no daba una

bofetada

a la

bruja

verde
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witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch),
(Maria no daba una bofetada, Mary did not slap),
(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch),
(Maria no daba una bofetada a la, Mary did not slap the),
(daba una bofetada a la bruja verde, slap the green witch)

Philipp Koehn, University of Edinburgh 39
– p.39
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Word Alignment Induced Phrases (5) p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch),
(Maria no daba una bofetada, Mary did not slap),
(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch),
(Maria no daba una bofetada a la, Mary did not slap the),
(daba una bofetada a la bruja verde, slap the green witch),
(no daba una bofetada a la bruja verde, did not slap the green witch),
(Maria no daba una bofetada a la bruja verde, Mary did not slap the green witch)

Philipp Koehn, University of Edinburgh 40
– p.40

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Probability Distribution of Phrase Pairs p
We need a probability distribution over the

collected phrase pairs

Possible choices

– relative frequency of collected phrases:
count
count

– or, conversely

– use lexical translation probabilities

Philipp Koehn, University of Edinburgh 41
– p.41

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Reordering p
Monotone translation
– do not allow any reordering

worse translations

– however: limiting reordering to maximum movement helps

Distance-based reordering cost
– moving a foreign phrase over words: cost

Lexicalized reordering model
– p(monotone e,f)

– p(swap e,f)

– p(-3 e,f)

Philipp Koehn, University of Edinburgh 42
– p.42

Consistent Phrases
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Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Word Alignment Induced Phrases (2) p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch)

Philipp Koehn, University of Edinburgh 37
– p.37

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Word Alignment Induced Phrases (3) p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch),
(Maria no daba una bofetada, Mary did not slap),
(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch)

Philipp Koehn, University of Edinburgh 38
– p.38

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Word Alignment Induced Phrases (4) p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch),
(Maria no daba una bofetada, Mary did not slap),
(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch),
(Maria no daba una bofetada a la, Mary did not slap the),
(daba una bofetada a la bruja verde, slap the green witch)

Philipp Koehn, University of Edinburgh 39
– p.39

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Word Alignment Induced Phrases (5) p
Maria no daba una

bofetada

a la

bruja

verde

Mary

witch

green

the

slap

not

did

(Maria, Mary), (no, did not), (slap, daba una bofetada), (a la, the), (bruja, witch),
(verde, green), (Maria no, Mary did not), (no daba una bofetada, did not slap),
(daba una bofetada a la, slap the), (bruja verde, green witch),
(Maria no daba una bofetada, Mary did not slap),
(no daba una bofetada a la, did not slap the), (a la bruja verde, the green witch),
(Maria no daba una bofetada a la, Mary did not slap the),
(daba una bofetada a la bruja verde, slap the green witch),
(no daba una bofetada a la bruja verde, did not slap the green witch),
(Maria no daba una bofetada a la bruja verde, Mary did not slap the green witch)

Philipp Koehn, University of Edinburgh 40
– p.40

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Probability Distribution of Phrase Pairs p
We need a probability distribution over the

collected phrase pairs

Possible choices

– relative frequency of collected phrases:
count
count

– or, conversely

– use lexical translation probabilities

Philipp Koehn, University of Edinburgh 41
– p.41

Statistical Machine Translation — Lecture 3: Word Alignment and Phrase Models p

Reordering p
Monotone translation
– do not allow any reordering

worse translations

– however: limiting reordering to maximum movement helps

Distance-based reordering cost
– moving a foreign phrase over words: cost

Lexicalized reordering model
– p(monotone e,f)

– p(swap e,f)

– p(-3 e,f)

Philipp Koehn, University of Edinburgh 42
– p.42

Consistent Phrases

All that’s left is to count and normalize!
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p(f | e)
TM

learner

English français

p(e)
LM

learner

English

e� = argmax
e

p(e | f)

decoder

S'il vous plaît traduire...

Please translate...
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Decoding

• Decoding is the process of searching for 
the best translation under a translation 
model (and language model)

• Two problems

• Find the right words (~ easy)

• Get them in the right order (~ hard)
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Naive phrase-based decoding

• Partial hypothesis keeps track of

• which source words have been translated (coverage vector)

• n-1 most recent words of English (for LM!)

• a back pointer list to the previous hypothesis + (e,f) phrase 
pair used

• the (partial) translation probability

• Extend a partial hypothesis by translating something untranslated

• Start state: no translated words, E=<s>, bp=nil

• Goal state: all translated words
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Maria no dio una bofetada a la bruja verde

Mary not give

did not

no

a slap to

by

the witch green

did not give

slap

a slap

to the

the

green witch

the witch

Adapted from Koehn (2006)

hag bawdy
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Maria no dio una bofetada a la bruja verde

Mary not give

did not

no

a slap to

by

the witch green

did not give

slap

a slap

to the

the

the witch

Adapted from Koehn (2006)

green witch

hag bawdy
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Maria no dio una bofetada a la bruja verde

Mary not give

did not

no

a slap to

by

the witch green

did not give

slap

a slap

to the

the

the witch

Adapted from Koehn (2006)

green witch

hag bawdy
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Reordering
• Language express words in different orders

• bruja verde vs. green witch

• Phrase pairs can “memorize” some of these

• But we must generalize and consider reorderings

• Problem

• If you search all reorderings (and translate each source word 
exactly one time), you can encode arbitrary traveling 
salesperson problems (TSPs) in your translation model!

• Solution

• Don’t search everything. But what? Find out later this week.
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Word Alignment
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How do we get 
alignments?
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pe
rv

ez

mus
ha

rra
fs

lan
ge

r

ab
sc

hie
d

pervez

musharraf

’s

long

goodbye ?

?
?

?
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Word alignment with EM

• EM lets you estimate parameters of 
probability distributions when not all 
random variables in the model are 
observable

• For alignment:

• parallel data is observed

• alignment is unobserved
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Lexical Translation
• Every target word aligns to a single source word (or “null”)

• Given this alignment, translations are conditionally independent of 
each other

• The pros:

• Parameters are just the probabilities that words in the source 
translate into words in the target

• If two words don’t co-occur in the training data their probability is 
zero

• The cons:

• 1-1 and 1-many alignments possible, but not many-1 or many-many

• Do we really believe this independence assumption is reasonable?
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Learning Model 1
p(f,a | e) ≈ p(a)

|f|�

j=1

t(fj | eaj )

p(a) = Uniform(|e|)|f|

The only parameters are the lexical translation probabilities:
t(F | E)

If we had word alignments, we could count and normalize

t(f |e) = count(e,f)

count(e)

Number of times e is aligned to f

Number of times e is occurs
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EM to the rescue!
• Start with some random translation probabilities

• Repeat until convergence

• Infer the best alignments under the current model [E 
step]

• Assume these inferred alignments are correct

• Count and normalize! [M step]

• Details tomorrow!

a∗j = arg
|e|
max
i=0

t(fj |ei)
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Translation Evaluation
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More has been written about machine 
translation evaluation than about 

machine translation itself.

- Yorrick Wilks
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The gold standard?

• Human evaluation

• Have annotators read and assess 
translations

• (Fluency, adequacy)

• Have annotators read translations and do 
something

• Is the cake delicious?
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Human evaluation
• Problems

• Humans don’t like to evaluate 
translation, especially bad translation

• Humans don’t tend to agree with each 
other

furious nAgA on wednesday , the tribal 
minimum pur of ten schools also was burnt .

furious nAgA on wednesday the tribal pur mini ten 
schools of them was also burnt .

A:

B:
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Automatic evaluation

• Evaluating translation automatically is hard

• Many correct ways to say something

• If we could measure if a sentence was 
grammatical, we would have solved the 
language modeling problem!

• Same goes for if a translation is correct.
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Questions?
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